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C∗-SIMPLICITY OF HNN EXTENSIONS AND
GROUPS ACTING ON TREES

by Rasmus Sylvester BRYDER,
Nikolay A. IVANOV & Tron OMLAND (*)

Abstract. — We study non-ascending HNN extensions acting on their Bass–
Serre tree and characterize C∗-simplicity and the unique trace property by means
of the kernel and quasi-kernels of the HNN extension in question. We also present
a concrete example of an HNN extension that is a new example of a group that is
not C∗-simple but does have the unique trace property. Additionally, we include
certain more general results, mostly based on previous work of various authors,
concerning C∗-simplicity of groups admitting extreme boundary actions, and in
particular, groups acting on trees.
Résumé. — Nous étudions les extensions HNN non-ascendantes agissant sur leur

arbre de Bass–Serre and caractérisons la C∗-simplicité et la propriété d’unicité de
la trace à l’aide du noyau et des quasi-noyaux des extensions HNN en question.
Nous présentons aussi un exemple concret d’extension HNN fournissant un nouvel
exemple de groupe C∗-simple mais ne possédant pas la propriété d’unicité de la
trace. De plus, nous obtenons certains resultats plus généraux, la plupart se fondant
sur des travaux antérieurs d’auteurs divers, concernant la C∗-simplicité de groupes
admettant des actions extrêmes sur des bords, et, en particulier, de groupes agissant
sur des arbres.

1. Introduction

A discrete group is said to be C∗-simple when its reduced C∗-algebra,
i.e., the C∗-algebra associated to its left regular representation is simple.
This property for discrete groups found its primus motor in a paper by
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Powers, who proved in 1975 that the non-abelian free group on two gen-
erators is C∗-simple [31]. Since then, many other examples of C∗-simple
groups have been found (see Pierre de la Harpe’s survey [17]). What these
groups have in common is that they are all proven to be C∗-simple by us-
ing variations of Powers’ technique. A common denominator for C∗-simple
groups is that they are highly non-amenable, in the sense that they have
trivial amenable radical, i.e., they admit no normal non-trivial amenable
subgroups. Another property related to C∗-simplicity of a discrete group
is the unique trace property, meaning that its reduced group C∗-algebra
admits a unique tracial state. The unique trace property also implies triv-
iality of the amenable radical. An early question of de la Harpe [16] was
whether there was any connection between the aforementioned properties.
Until recently, no characterizations of C∗-simplicity nor the unique trace
property were known, nor did there exist examples of groups that only sat-
isfied one of these two properties. Only in 2014 did Kalantar and Kennedy
obtain the first known characterization of C∗-simplicity [23], and later that
year, Breuillard, Kalantar, Kennedy, and Ozawa gave a characterization of
the unique trace property in terms of its amenable radical [4]. By means of
the result of Kalantar and Kennedy, de la Harpe’s question was finally com-
pletely settled in 2015, when Le Boudec found examples of non-C∗-simple
groups with the unique trace property, by examining actions of countable
groups on trees [26].
In the 1960’s, Furstenberg considered what came to be known as bound-

ary actions [11], in order to investigate the irreducible unitary representa-
tions of a group. A boundary action is a minimal action of a group on a
compact Hausdorff space that is strongly proximal, i.e., the weak∗-closure
of each orbit in the space of probability measures on the space contains
a point mass. Furstenberg proved that any locally compact group G al-
ways admits a universal boundary action, meaning a compact Hausdorff
space ∂FG that maps uniquely G-equivariantly onto any other compact
Hausdorff space with a boundary action of the group G. This was the tech-
nology used in [23] to obtain a characterization of C∗-simplicity, where the
authors showed that a discrete group Γ is C∗-simple if and only if the ac-
tion of Γ on the Furstenberg boundary ∂FΓ is topologically free. The theory
of boundary actions was also the main force used in [4] to show that the
unique trace property of a discrete group is equivalent to the group having
trivial amenable radical. Because of the above characterizations, as well as
their close affiliation with non-amenability, C∗-simplicity and the unique
trace property have since witnessed a spike in interest.
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In this article, we mainly study HNN extensions and obtain necessary
and sufficient conditions for C∗-simplicity, in which we take both a purely
algebraic point of view, and a geometric point of view, giving a partial
answer to [17, Problem 28].
First, in Sections 2 and 3 we include a number of results that hold in

more general situations, for boundary actions and groups acting on trees,
mostly inspired from the work of Le Boudec and Matte Bon [27]. Espe-
cially, we investigate the case of when a group acts on a tree via an action
that is minimal and of general type (cf. [27, Section 4.3]). These are fairly
weak assumptions, and together they give rise to a boundary action of the
group on a natural boundary of the tree. With this set-up, Proposition 3.8
provides a connection to conditions implying C∗-simplicity earlier studied
by de la Harpe, and Theorem 3.9 gives necessary and sufficient conditions
for C∗-simplicity.

Specializing further, for a graph of groups one can study its fundamen-
tal group and its action on the Bass–Serre tree (see Section 4). Graphs of
groups with only one edge are the most studied examples, and their fun-
damental groups are of two types, either an amalgamated free product or
an HNN extension. The former case was investigated in [22] and the latter
case is studied in detail in the remaining sections of this paper, where we
define two “quasi-kernels” of an HNN extension in order to determine C∗-
simplicity. Theorem 4.10 gives combinatorial properties analog to Propo-
sition 3.8, and Proposition 4.12 shows that in certain cases, C∗-simplicity
is equivalent to the group being icc. A characterization of C∗-simplicity in
terms of quasi-kernels is then given in Theorem 4.19.
Finally, in Section 5 we produce a concrete HNN extension constructed

from locally finite groups, that is not C∗-simple, but has the unique trace
property.
The authors would like to thank the referee for carefully reading the

paper.

2. Preliminaries on boundary actions and C∗-simplicity

In this section, we first recall the theory of boundary actions and extreme
boundary actions, and their relation to C∗-simplicity and the unique trace
property. We employ the terminology of [22, Section 5] to formalize the
results.
Let Γ be a discrete group with identity element 1. Consider the Hilbert

space `2(Γ) with the standard orthonormal basis {δg}g∈Γ, and define the

TOME 70 (2020), FASCICULE 4
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left regular representation λ of Γ on `2(Γ) by λ(g)δh = δgh. The reduced
group C∗-algebra of Γ, denoted by C∗r (Γ), is the C∗-subalgebra of B(`2(Γ))
generated by λ(Γ). A group Γ is called C∗-simple if C∗r (Γ) is simple, that
is, if it has no non-trivial proper two-sided closed ideals.
A state on a unital C∗-algebra B is a linear functional φ : B → C that

is positive, i.e., φ(a) > 0 whenever a ∈ B and a > 0, and unital, i.e.,
φ(1) = 1. A state φ is called tracial if it satisfies the additional property that
φ(ab) = φ(ba) for all a, b ∈ B. There is a canonical faithful tracial state τ on
C∗r (Γ), namely the vector state associated with δ1, that is, τ(a) = 〈aδ1, δ1〉
for all a ∈ C∗r (Γ). The group Γ is said to have the unique trace property if
τ is the only tracial state on C∗r (Γ).
The first large class of groups that were shown to be C∗-simple with

the unique trace property, consisted of the Powers groups (see [16] for a
definition).
Further, recall that a group Γ is amenable if there exists a state on `∞(Γ)

which is invariant under the left translation action by Γ. It is explained in [9]
that every group Γ has a unique maximal normal amenable subgroup R(Γ),
called the amenable radical of Γ. It was shown in [4, Theorem 1.3] that Γ
has the unique trace property if and only if the amenable radical of Γ is
trivial. As a consequence, C∗-simplicity is stronger than the unique trace
property by [30], and strictly stronger by [26, Theorem A].
The following study of C∗-simplicity is based on the dynamical approach

to and characterization of C∗-simplicity given in [23]. Let Γ be a group
acting continuously (i.e., by homeomorphisms) on a topological space X.
The fixed-point set of an element g ∈ Γ is denoted by Xg = {x ∈ X |
gx = x}. Let Γx = {g ∈ Γ | gx = x} be the stabilizer subgroup of x ∈ X
and let Γ◦x denote the subgroup of Γx consisting of all elements that fix a
neighborhood of x pointwise. We define ker(Γ y X) = {g ∈ Γ | Xg = X}
and

int(Γ y X) = 〈Γ◦x | x ∈ X〉 = 〈{g ∈ Γ | Xg has non-empty interior}〉.

If ker(Γ y X) = {1}, the action is faithful, and when int(Γ y X) = {1},
the action is topologically free. If X is a Hausdorff space, then Xg is always
closed.

Remark 2.1. — Let Γ act on a Hausdorff space X. If D is a Γ-invariant
subset of X, then so is D, and we have

ker(Γ y D) = ker(Gy D), int(Γ y D) = int(Γ y D).

Here the first equality follows from continuity of the action. If Dg has non-
empty interior for some g ∈ Γ, there is a non-empty open subset V of

ANNALES DE L’INSTITUT FOURIER
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D such that V ∩ D ⊆ Dg which ensures that V ⊆ V ∩D ⊆ Dg ⊆ D
g.

Conversely, if Dg has non-empty interior, then there is a non-empty open
subset V of D such that V ⊆ D

g, meaning that V ∩ D ⊆ Dg. As V is
non-empty, so is V ∩D.

The action of Γ on the topological space X is said to be minimal if the
Γ-orbit Γx is dense in X for all x ∈ X. Now assume that X is compact
Hausdorff, so thatX always admits a minimal and closed Γ-invariant subset
by Zorn’s lemma. By the Riesz representation theorem we may identify the
space P(X) of Radon probability measures on X with the state space of
the unital C∗-algebra C(X). We then say that the action of Γ on X is
strongly proximal if the weak∗-closure of every Γ-orbit in P(X) contains a
Dirac measure.
The action is a boundary action (andX is said to be a Γ-boundary) if the

action of Γ on X is minimal and strongly proximal. Any Γ-boundary has
an isolated point if and only if it is a one-point space. The major result [23,
Theorem 6.2] states (among other things) that if Γ y X is a topologically
free boundary action, then Γ is C∗-simple.

A result due to Furstenberg [11] states that any discrete group Γ ad-
mits a universal Γ-boundary ∂FΓ, known as the Furstenberg boundary, in
the sense that for any Γ-boundary X there exists a unique Γ-equivariant
continuous surjection ∂FΓ → X. Then [23, Theorem 6.2] says that Γ is
C∗-simple if and only if the action of Γ on the Furstenberg boundary ∂FΓ
is topologically free, i.e., if and only if int(Γ y ∂FΓ) is trivial. Moreover,
in [10, Corollary 8], it is proved that R(Γ) = ker(Γ y ∂FΓ). Thus, min-
imality of the Γ-action on ∂FΓ implies that Γ is amenable if and only if
∂FΓ is a one-point space.

Another, intrinsic, description of C∗-simplicity is obtained in [24]. A
subgroup H of a group Γ is called recurrent if for any net (gi) in Γ there
is a subnet (gj) such that

⋂
j gjHg

−1
j 6= {1}. Then [24, Theorem 5.3] says

that Γ is C∗-simple if it has no amenable recurrent subgroups.
In [22, Section 7] the amenablish radical AH(Γ) of a group Γ is defined.

It is the smallest normal subgroup of Γ producing a C∗-simple quotient.
In particular, a group is C∗-simple if and only if AH(Γ) = {1} and is
called amenablish if AH(Γ) = Γ. For any group Γ, the normal subgroup
int(Γ y ∂FΓ) is always amenablish. In [22, Section 6 and 7], it is explained
that the class of amenablish groups is radical and is “dual” to the class
of C∗-simple groups, which is residual, analogously to the duality between
the radical class of amenable groups and the residual class of groups with
the unique trace property.

TOME 70 (2020), FASCICULE 4
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The following result is an adaptation of [23, Theorem 6.2] and [13, The-
orem 5.2].

Proposition 2.2. — Let X be a Γ-boundary. The following hold:
(1) Γ has the unique trace property if and only if ker(Γ y X) has the

unique trace property.
(2) Γ is C∗-simple if and only if int(Γ y X) is C∗-simple.

Proof. — Every g ∈ R(Γ) fixes every point in X by [10, Corollary 8].
Hence R(Γ) ⊆ ker(Γ y X), so by e.g., [22, Lemma 6.7], we have that
R(Γ) = R(ker(Γ y X)). Consequently, (1) holds.
For (2), we set N = int(Γ y X). For any Γ-boundary Y , there exists a

Γ-equivariant continuous surjective map ∂FΓ → Y . If g ∈ Γ is such that
(∂FΓ)g has non-empty interior, then the set Y g has non-empty interior
by [4, Lemma 3.2]. Thus, int(Γ y ∂FΓ) ⊆ int(Γ y Y ). Since N is a normal
subgroup of Γ, the boundary action N y ∂FN extends to a boundary
action Γ y ∂FN by [4, Lemma 5.2]. It follows that int(Γ y ∂FΓ) ⊆
int(Γ y ∂FN) ∩N = int(N y ∂FN). Hence, if N is C∗-simple, then Γ is
C∗-simple.

The converse holds by [4, Theorem 1.4] because int(Γ y X) is a normal
subgroup of Γ. �

For Γ and X as above and a non-empty subset U ⊆ X, define the fixator
subgroup ΓU = {g ∈ Γ | gx = x for all x ∈ U}. Since group elements act
continuously, it should be clear that ΓU = ΓU . In particular, if V is dense
in X, then ker(Γ y X) = ΓV ⊆ ΓU for all non-empty U ⊆ X.

Remark that the notation ΓC for rigid stabilizers used in [27] coincides
with our ΓU for C = X \ U .

Recall that the normal closure in a group Γ of a subset S ⊆ Γ is the
smallest normal subgroup, denoted here by 〈〈S〉〉, of Γ containing S.

Lemma 2.3. — For any minimal action of a group Γ on a Hausdorff
space X and any x ∈ X, the interior of Γ y X equals the normal closure
of Γ◦x.

Proof. — The normal closure of Γ◦x is always contained in int(Γ y X).
Now let y ∈ X and let g ∈ Γ◦y. Then there exists a neighbourhood U of
y such that g fixes U pointwise. Since the action is minimal, we can find
an h ∈ Γ such that hx ∈ U . Then h−1gh fixes h−1U pointwise, so that
h−1gh ∈ Γ◦x, i.e., g ∈ hΓ◦xh−1. Hence g is contained in the normal closure
of Γ◦x, completing the proof. �

ANNALES DE L’INSTITUT FOURIER
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Lemma 2.4. — Let Γ y X be a minimal action on a Hausdorff space
X. The following are equivalent:

(1) Γ y X is topologically free;
(2) Γ◦x is trivial for some x ∈ X;
(3) ΓU is trivial for all non-empty open U ⊆ X.

Proof. — The implication (1) =⇒ (2) is obvious.
If Γ◦x is trivial for some x ∈ X, then Γ◦x is trivial for all x ∈ X by

Lemma 2.3. Let U be an arbitrary non-empty open set in X and pick any
x ∈ U . Clearly, ΓU is a subgroup of Γ◦x, which is trivial. Thus ΓU is trivial,
and we have shown (2) =⇒ (3).
Finally, to prove (3) =⇒ (1), assume that Γ y X is not topologically

free, and choose a non-trivial g ∈ Γ such that Xg has non-empty interior
U . Then g ∈ ΓU , which is therefore non-trivial. �

We now say that an action Γ y X is amenably free if Γ◦x is amenable
for all x ∈ X.

Lemma 2.5. — Let Γ y X be a minimal action on a Hausdorff space
X. The following are equivalent:

(1) Γ y X is amenably free;
(2) Γ◦x is amenable for some x ∈ X;
(3) ΓU is amenable for all non-empty open U ⊆ X.

Proof. — The implication (1) =⇒ (2) is obvious.
Let U ⊆ X be non-empty and open. By minimality, there exists h ∈

Γ such that hx ∈ U , and thus ΓU ⊆ Γ◦hx = hΓ◦xh−1. Hence, it follows
that (2) =⇒ (3).
Finally, to show (3) =⇒ (1), we assume that ΓU is amenable for all non-

empty open U ⊆ X. Choose an arbitrary x ∈ X and let V be the collection
of all open neighbourhoods of x. The collection is clearly closed under finite
intersections, so it is downward directed, and therefore Γ◦x equals the direct
limit

⋃
V ΓU , which is amenable. �

Remarks 2.6.

(i) If Γ y X is an amenable action on a compact Hausdorff space,
then it is amenably free. Indeed, it follows from the definition of
amenability of Γ y X that for all x ∈ X, the action Γx y {x} is
amenable, and therefore Γx is amenable (see e.g. [5, Sections 4.3-
4.4]). Hence, Γ◦x is amenable for all x ∈ X.

(ii) Let Γ y X be a minimal action of a countable group Γ on a Haus-
dorff space X. Then there exists x ∈ X such that Γ◦x = Γx (see [27,

TOME 70 (2020), FASCICULE 4
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Proposition 2.4]). Therefore, in this case, Γ y X is topologically
free if and only if Γx is trivial for some x ∈ X, and amenably free
if and only if Γx is amenable for some x ∈ X.

Proposition 2.7. — Let Γ y X be a minimal action on a compact
Hausdorff space X. If Γ is C∗-simple, then the action is either topologically
free or not amenably free.

Proof. — This follows from [4, Theorem7.1] and [29, Theorem14(2)]. �

Corollary 2.8. — If Γ y X is an amenably free boundary action,
then Γ is C∗-simple if and only if Γ y X is topologically free.

Proposition 2.9. — Let Γ y X be a minimal action on a compact
Hausdorff space such that N = ker(Γ y X) is C∗-simple. Suppose that
ΓU/N is non-amenable for all non-dense open U ⊆ X. Then Γ is C∗-simple.

Proof. — The action of Γ on X factors to a faithful action of Γ/N on X,
and for any subset U ⊆ X, the fixator subgroup ΓU in Γ satisfies ΓU/N ∼=
(Γ/N)U . Hence (Γ/N)U is non-amenable for all non-dense open U ⊆ X,
and it now follows from [27, Corollary 3.6] and [24, Theorem 4.1] that
Γ/N is C∗-simple (note also that the countability assumption used in [27,
Lemma 2.1] is not necessary, as shown in [24, Proposition 5.2]). Hence, since
N and Γ/N are both C∗-simple, Γ is C∗-simple by [4, Theorem 1.4]. �

Corollary 2.10. — Let Γ y X be a faithful boundary action that is
not topologically free. Consider the following properties:

(1) ΓU is non-amenable for all non-empty open U ⊆ X;
(2) Γ is C∗-simple;
(3) ΓU is non-amenable for some non-empty open U ⊆ X.

Then (1) =⇒ (2) =⇒ (3).

Proof. — (1) =⇒ (2) is just Proposition 2.9 with trivial kernel, while
(2) =⇒ (3) follows from Proposition 2.7 and Lemma 2.5. �

The following definition is based on the notion of an extremely proximal
flow from [12].

Definition 2.11. — An action of a group Γ on a compact Hausdorff
space X (with more than two points) is called an extreme boundary action
(called a strong boundary action in [25]) if for every closed K ( X and
non-empty open U ⊆ X there exists g ∈ Γ such that gK ⊆ U .

ANNALES DE L’INSTITUT FOURIER
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Examples 2.12.

(a) Let Γ = G × H, where G y X is a faithful extreme boundary
action that is topologically free, and H is non-amenable and non-
C∗-simple. Then H = ker(Γ y X) = int(Γ y X) = Γ◦x = ΓU for
all x ∈ X and non-empty open U ⊆ X. In particular, since H is not
C∗-simple, Γ is not C∗-simple. In other words, when the kernel is
not C∗-simple, non-amenability of all Γ◦x and ΓU is in general not
sufficient for C∗-simplicity.

(b) Let H be a non-C∗-simple group with the unique trace property
admitting a faithful extreme boundary action on some compact
Hausdorff space X, for example the group from Section 5. Let FH
be the free group on the set H. We get an induced action of FH on
X whose kernel coincides with the kernel of the canoncal surjection
FH → H which is C∗-simple. In other words, it is possible that a
group Γ is C∗-simple and Γ/ ker(Γ y X) is not C∗-simple, i.e., the
kernel of the action Γ y X is responsible for the C∗-simplicity of Γ.

Lemma 2.13 ([12, 25]). — Let Γ y X be an extreme boundary action.
Then the action is minimal and strongly proximal, and X is a Γ-boundary
in the sense of Furstenberg.

Lemma 2.14. — Let Γ y X be an extreme boundary action. Let U and
V be two non-empty open sets that are not dense in X. Then the normal
closures of ΓU and ΓV coincide, and equal int(Γ y X). Moreover, ΓU is
amenable (resp. trivial) if and only if ΓV is amenable (resp. trivial).

Proof. — By definition, there exists g ∈ Γ such that gU ⊆ V . Let h ∈ ΓV ,
and let v ∈ U . Then g · v ∈ V , so g−1hg · v = g−1g · v = v. Since v was
arbitrarily chosen, this means that g−1hg ∈ ΓU . Thus ΓV ⊆ gΓUg

−1, and
the normal closure of ΓV is contained in the normal closure of ΓU = ΓU .
The other inclusion is similar. Hence, the normal closures of ΓU and ΓV
coincide. If g ∈ ΓU , then U ⊆ Xg, so g ∈ int(Γ y X), which implies
that the normal closure of ΓU is contained in int(Γ y X). Conversely, if
g ∈ Γ and Xg has non-empty interior W ⊆ X, then g ∈ ΓW . Therefore,
the conclusion follows from the containments

{g ∈ Γ | Xg has non-empty interior} ⊆
⋃

ΓW ⊆ 〈〈ΓU 〉〉 ⊆ int(Γ y X),

where the union is taken over all non-empty open sets of X.
Finally, since each of ΓU and ΓV is contained in a conjugate of the other,

we get that ΓU is amenable (resp. trivial) if and only if ΓV is amenable
(resp. trivial). �

TOME 70 (2020), FASCICULE 4
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Corollary 2.15. — Let Γ y X be an extreme boundary action such
that N = ker(Γ y X) is C∗-simple. If Γ/N y X is either topologically
free or not amenably free, then Γ is C∗-simple.
In particular, if N is trivial, then Γ is C∗-simple if and only if Γ y X is

either topologically free or not amenably free.

Proof. — Note first that Γ/N y X is a faithful extreme boundary ac-
tion. If the action is topologically free, then Γ/N is C∗-simple by [23, The-
orem 6.2], and therefore Γ is C∗-simple by [4, Theorem 1.4]. If the action
is not amenably free, then Γ is C∗-simple by Proposition 2.9.

The last part follows from Proposition 2.7. �

Note that the second statement above is just [27, Theorem 1.4] without
the countability condition. We now get the following characterization of
non-C∗-simplicity for an extreme boundary action.

Corollary 2.16. — Let Γ y X be a faithful extreme boundary action.
The following are equivalent:

(1) Γ is non-C∗-simple;
(2) Γ◦x is non-trivial and amenable for some x ∈ X;
(3) ΓU is non-trivial and amenable for some non-empty open U ⊆ X.

3. Groups acting on trees

Let G be a graph, let V be its set of vertices and E its set of edges, and
let s, r : E → V denote the source and range maps. All graphs considered
will be unoriented, meaning that we assume the existence of an inversion
map E → E, e 7→ e, such that e = e and s(e) = r(e) for any edge e ∈ E.
The degree of a vertex v ∈ V is the cardinality of s−1(v) or r−1(v) (the
numbers coincide), and a vertex is a leaf if it has degree 1.
A tree is a connected graph without circuits. If V is the set of vertices

of a tree T , then given any two vertices u, v ∈ V there are two shortest
paths between them (one starting in u and ending in v, and one in the
opposite direction), and the (equal) length of these paths is the combina-
torial distance d(u, v), yielding the path metric on V . For the remainder of
this section, we will always consider a tree T with vertices V , edges E and
source, range and inversion maps as above. A tree is called locally finite if
every vertex has finite degree.
A geodesic in T between two vertices v, w ∈ V is a finite sequence v =

v0, . . . , vn = w such that d(vi, vj) = |i − j| for all i, j ∈ {0, . . . , n}. A ray

ANNALES DE L’INSTITUT FOURIER
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in T is an infinite sequence of vertices r = (ri)i>0 such that d(ri, ri+n) = n

for all i, n > 0. Two rays r, s are said to be cofinal, written x ∼ y, if there
exist k, n > 0 such that ri+k = si+n for all i > 0. The set of equivalence
classes of cofinal rays in T is denoted ∂T , and called the boundary of T .
In the following, we will identify T with the set of vertices V equipped

with its path metric. For an edge e ∈ E, define the shadow

Z0(e) = {v ∈ T | d(v, s(e)) > d(v, r(e))},

i.e., the set of all vertices that are closer to the range of e than the source.
Moreover, define Z∞(e) as the set of all rays r = (ri)i>0 such that rj = s(e)
and rj+1 = r(e) for some j > 0, and then define ZB(e) ⊂ ∂T as Z∞(e)/ ∼.
Finally, define the extended shadow Z(e) = Z0(e) ∪ ZB(e). The collection
{Z(e) | e ∈ E} forms a subbase of compact open sets for a totally discon-
nected compact Hausdorff topology on X = T ∪ ∂T , sometimes called the
“shadow topology” on X. We refer to [28, Section 4.1, especially Proposi-
tion 4.4] in this regard (they assume that T is countable, but their proofs
hold also without this hypothesis, although then the resultant topology is
not metrizable, see Appendix A for details).
By removing an edge from T , we obtain two components, known as

half-trees. An extended half-tree is a half-tree together with all its associ-
ated boundary points. In this terminology, as explained in [27, Section 4.3]
(which does not require countability), half-trees and extended shadows are
the same notion, so that the shadow topology is generated by all the ex-
tended half-trees in T ∪ ∂T .
Next, define F ⊆ T as the set of all vertices v of finite degree. The

following can be deduced from the mentioned sections of [27, 28]:

Proposition 3.1. — All points in F are isolated in T ∪∂T . The closure
∂T of ∂T in T ∪∂T is (T \F )∪∂T , and is compact. Moreover, ∂T is closed
in T ∪ ∂T if and only if F = T , if and only if T is locally finite.

Lemma 3.2. — The sets ZB(e) constitute a basis for the shadow topol-
ogy restricted to ∂T .

Proof. — We need to prove that whenever x ∈ ZB(e1) ∩ ZB(e2) for
x ∈ ∂T and edges e1, e2 in T , then there exists an edge e such that x ∈
ZB(e) ⊆ ZB(e1) ∩ ZB(e2). With this set-up, x is the equivalence class of a
ray (ri)i>0 such that r0 = s(e1) and r1 = r(e1), which is cofinal to a ray
(si)i>0 such that s0 = s(e2) and s1 = r(e2). Now there exist k, n > 0 such
that Z0(e1) 3 ri+k = si+n ∈ Z0(e2) for all i > 0. Letting e be the edge
defined by s(e) = rk and r(e) = rk+1, then x is clearly contained in ZB(e).
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Any ray in Z∞(e) is cofinal to a ray (ti)i>0 satisfying t0 = rk = sn
and t1 = rk+1 = sn+1. For such a ray (ti)i>0, construct a new ray (t′i)i>0
by defining t′i = ri for 0 6 i 6 k − 1 and t′k+m = tm for all m > 0
in Z∞(e1). Then (t′i)i>0 is cofinal to (ti)i>0, so that ZB(e) ⊆ ZB(e1). A
similar argument shows that ZB(e) ⊆ ZB(e2). �

Lemma 3.3. — Every non-empty open subset of ∂T contains Z(e)∩∂T
for some edge e in T .

Proof. — Notice first that any edge e in T satisfies ZB(e) = Z(e) ∩ ∂T .
Indeed, for any open neighbourhood V ⊆ ∂T of a point x ∈ Z(e), then
V ∩ Z(e) is an open neighbourhood of x ∈ ∂T since Z(e) is clopen in the
shadow topology (see Lemma A.3), so that

V ∩ ZB(e) = V ∩ Z(e) ∩ ∂T 6= ∅.

For edges e1, . . . , en in T such that
⋂n
i=1 Z(ei) intersects ∂T , then as⋂n

i=1 Z(ei) ∩ ∂T is open in ∂T , Lemma 3.2 yields an edge e such that
ZB(e) ⊆

⋂n
i=1 Z(ei). Hence

Z(e) ∩ ∂T = ZB(e) ⊆
n⋂
i=1

Z(ei) ∩ ∂T

by what we have seen above. Finally, if U ⊆ ∂T is a non-empty open set,
then U∩∂T 6= ∅. As there exist edges e1, . . . , en in T such that

⋂n
i=1 Z(ei)∩

∂T ⊆ U and
⋂n
i=1 Z(ei) ∩ ∂T 6= ∅, we infer that Z(e) ∩ ∂T ⊆ U for some

edge e in T . �

A morphism γ of two trees T1 = (V1, E1) and T2 = (V2, E2) is a tuple of
maps γV : V1 → V2 and γE : E1 → E2 such that

s(γE(e)) = γV (s(e)), γE(e) = γE(e), e ∈ E1.

If γV and γE are bijections, γ is called an isomorphism, and if T1 = T2
we say that γ is an automorphism. The group of automorphisms of the
tree T is denoted by Aut(T ). Furthermore, any automorphism of T is a
surjective isometry with respect to the path metric on T , so that we may
easily extend σ ∈ Aut(T ) to T ∪ ∂T by defining σ(x) for any equivalence
class x of a ray (xi)i>0 to be the equivalence class of the ray (σ(xi))i>0.
We say that an automorphism σ ∈ Aut(T ) is elliptic if it fixes a vertex of

T , and an inversion if it fixes no vertices but does fix an edge (i.e., σ(e) = e

for some e ∈ E). The fixed point set Tσ of an elliptic automorphism σ of
T is easily seen to be a subtree of T , and if σ is an inversion of T , then
σ(e) = e for a unique edge e ∈ E. An automorphism σ ∈ Aut(T ) is said to
be hyperbolic if it is neither elliptic nor an inversion. We will not make the
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common assumption here that a given group acts without inversions on a
tree as most of our results concern fixed points, and an inversion of a tree
T fixes no points in T ∪ ∂T .

For any automorphism σ ∈ Aut(T ), the amplitude of σ is

`(σ) = min{d(v, σ(v)) | v ∈ V }.

The characteristic set of σ is the σ-invariant set

Tσ = {v ∈ V | d(v, σ(v)) = `(σ)}.

A bi-infinite path in a graph is a subgraph isomorphic to the graph with
vertex set Z and edge set {en | n ∈ Z}∪{en | n ∈ Z}, with s(en) = r(en) =
n and r(en) = s(en) = n + 1 for all n ∈ Z. A fundamental result of Tits
states that for a hyperbolic automorphism σ ∈ Aut(T ), the characteristic
set Tσ is always the vertex set of a bi-infinite path L in T , called the axis
of σ, and any non-empty subtree of T which is invariant under σ and σ−1

always contains L. We refer to [32, Proposition 6.4.24] for details. Moreover,
σ admits exactly two fixed points in T ∪ ∂T , namely the two points in ∂T
arising from the σ-invariant axis of σ. Two hyperbolic automorphisms are
said to be transverse if they have disjoint fixed point sets.

Henceforth, we assume that the action of a discrete group Γ on a tree T is
minimal, i.e., that T contains no proper Γ-invariant subtrees, and strongly
hyperbolic (cf. [18]), that is, of general type in the sense of [27, Section 4.3],
meaning that Γ contains two transverse hyperbolic automorphisms of T .

Remark 3.4. — If Γ acts minimally on a tree T and T has at least 3 ver-
tices, then T has no leaves. Indeed, the subgraph T ′ arising from removing
all vertices of degree 1 from T is a Γ-invariant subtree. In fact, if we as-
sume additionally that Γ contains at least one hyperbolic automorphism of
T , then T is the union of all axes of hyperbolic automorphisms of T in Γ
(combine the proof of [8, Proposition 3.1] with [1, Proposition 8.1]).

Lemma 3.5. — For a tree T , let Γ y T be a minimal, strongly hyper-
bolic action. Then the induced action Γ y ∂T is an extreme boundary
action. In particular, ∂T is a Γ-boundary.

Proof. — The action of Γ on ∂T is an extreme boundary action by [27,
Section 4.3] (they also assume faithfulness, but that is not needed in their
proof), and ∂T is a Γ-boundary, by Lemma 2.13. �

Observe that the fixator subgroup of a half-tree (or shadow) in T coin-
cides with the fixator subgroup of the associated extended half-tree. Indeed,
for any edge e in T , g ∈ Γ fixing all vertices in Z0(e) and any ray in Z∞(e),
there is k > 0 such that gri = ri for all i > k, which implies that g fixes
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Z(e) pointwise. In order to determine fixator subgroups of open subsets of
the Γ-boundary ∂T , we need the following lemma.

Lemma 3.6. — Let e be an edge in T and suppose that g ∈ Γ fixes
ZB(e) pointwise. Then g fixes Z(e) pointwise. In particular, the fixator
subgroups of Z0(e), ZB(e) and Z(e) ∩ ∂T coincide.

Proof. — Notice that Z(e) ∩ ∂T = ZB(e) as seen in Lemma 3.3. Define
v0 = r(e) and v1 = s(e). Now notice that g is not hyperbolic; if it were, then
g would have only two fixed points in all of ∂T , implying that Z(e) ∩ ∂T
would be an open set in ∂T that contained at most two points. Hence
∂T would have an isolated point, contradicting that ∂T is a non-trivial
Γ-boundary. We conclude that g is elliptic (since g cannot be an inversion),
so it fixes at least one vertex, say, v ∈ T . Let m = d(v, v0).
Notice first that if (ri)i>0 is a ray in T such that gr0 = r0 and there

exists n > 0 such that rk ∈ Z0(e) for all k > n, then g fixes each vertex
ri. Indeed, there exist k, n > 0 such that ri+k = gri+n for all i > 0, then
k = d(rk, r0) = d(grn, gr0) = d(rn, r0) = n. By geodesics in T being unique
(so that the paths r0, . . . , rk and gr0, . . . , grk = rk coincide), we conclude
that gri = ri for all i > 0. We now have two cases:

v /∈ Z0(e). — Then as T is leafless by Remark 3.4, any vertex in Z0(e)
belongs to the image of a ray (ri)i>0 such that r0 = v, rm = v0 and
rk ∈ Z0(e) for all k > m. In particular, g fixes v0.

v ∈ Z0(e). — Assume first that v0 has degree at least 3. Then there
exists a ray (ri)i>0 such that r0 = v, rm = v0 and rk ∈ Z0(e) for all k > m.
From the above argument, g fixes v0.
If v0 has degree 2, then let x0 = v, x1, . . . , xm = v0 be the geodesic

from v to v0. Let 0 6 k 6 m be smallest such that xj has degree 2 for all
k 6 j 6 m. If k > 0, then let v′ ∈ T be a vertex adjacent to xk−1, but
v′ 6= xk. As T is leafless, there is a ray (ri)i>0 with image in Z0(e) such
that r0 = x0 = v, rk−1 = xk−1 and rk = v′. The same argument as above
implies gv′ = v′ and gxk−1 = xk−1. Since g is an automorphism fixing
xk−1 and all vertices adjacent to xk−1 bar xk, it must fix xk as well. By
xk having degree 2, xk+1 is also fixed by g (since g fixes xk−1 and xk), and
we continue this way until we reach xm = v0, concluding that g fixes v0. If
k = 0, then let v′ be the vertex adjacent to v that is not x1. By taking a
ray in Z0(e) emanating in v and passing through v′, we see that g fixes v′,
so it fixes x1. By the same method as above, we conclude that g fixes v0.
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Now, for any w ∈ Z0(e), then there exists a ray (ri)i>0 such that r0 = v0,
ri ∈ Z0(e) for all i > 0, and rk = w for some k > 0. As above, we see that
g fixes w, so that g fixes Z0(e) and hence Z(e) pointwise. �

Note that by Remark 2.1,

ker(Γ y T ) = ker(Γ y ∂T ) = ker(Γ y ∂T ),

using Lemma 3.6 for the first identity, and

int(Γ y ∂T ) = int(Γ y ∂T ).

The following is now an immediate consequence of Lemmas 2.14, 3.5,
and 3.6.

Corollary 3.7. — Let T1 and T2 be any two half-trees of T , and denote
by K1 and K2 the fixator subgroups of T1 and T2, respectively. Then the
normal closures of K1 and K2 coincide, and equal int(Γ y ∂T ). Moreover,
K1 is amenable if and only if K2 is amenable.

We say that a continuous action of a group G on a topological space X
is strongly faithful [16, Lemma 4] if for all finite subsets F ⊆ G \ {1} there
exists x ∈ X such that fx 6= x for all f ∈ F .

Proposition 3.8. — The following are equivalent:
(1) int(Γ y ∂T ) = {1};
(2) Γ y T is strongly faithful;
(3) Γ y ∂T is strongly faithful;
(4) Γ y ∂T is topologically free, i.e., Γ y T is slender in the sense

of [18];
(5) the fixator subgroups of all half-trees are trivial;
(6) the fixator subgroup of some half-tree is trivial.

If these conditions hold, then Γ is a Powers group, and in particular C∗-
simple.

Proof. — The equivalence between (1) and (4) follows from the defi-
nition, and the equivalence between (1), (5) and (6) follows from Corol-
lary 3.7.

(2) =⇒ (5). — Suppose that T admits a half-tree T1 for which the
fixator subgroup K1 is non-trivial. Let T2 be the component obtained by
removing the edge defining T1 from T (and so that T1 and T2 are disjoint),
and let K2 be the fixator subgroup of T2. Note that K1∩K2 = ker(Γ y T ).
IfK1 = ker(Γ y T ), pick a ∈ K1\{1} = ker(Γ y T )\{1}, and set F = {a}.
Then a · x = x for all x ∈ T ∪ ∂T . Otherwise, let a1 ∈ K1 \ ker(Γ y T ).
Notice that K1 is contained in a conjugate of K2, as seen in the proof of
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Lemma 2.14. Hence ker(Γ y T ) ( K1 implies ker(Γ y T ) ( K2 since
ker(Γ y T ) is normal. Let a2 ∈ K2 \ ker(Γ y T ), and set F = {a1, a2}.
For every x ∈ T ∪ ∂T , then we will either have a1 · x = x or a2 · x = x. In
particular, (2) does not hold.
(4) =⇒ (3). — For any finite subset F ⊆ Γ \ {1},

⋂
f∈F ∂T \ (∂T )f is

open and dense in ∂T . Hence there exists x ∈ ∂T such that fx 6= x for all
f ∈ F , so the action of G on ∂T is strongly faithful.

(3) =⇒ (2). — Let F be a finite subset of Γ \ {1} and take x ∈ ∂T such
that fx 6= x for all f ∈ F . By Lemma 3.2, there is an edge e in T such
that fZB(e) ∩ ZB(e) = ∅ for all f ∈ F . For each f ∈ F , the set of f -fixed
points in Z0(e) is now a bounded subtree of the unbounded subtree Z0(e)
in T . Hence Z0(e) contains a vertex not fixed by any f ∈ F .

[18, Corollary 15] ensures the Powers property. �

Theorem 3.9. — Let K be a fixator subgroup of a half-tree of T and
set N = ker(Γ y T ). The following hold:

(1) If Γ is C∗-simple, then K is either trivial or non-amenable;
(2) If K = N and N is C∗-simple, then Γ is C∗-simple;
(3) If K/N is non-amenable and N is C∗-simple, then Γ is C∗-simple.

In particular, if N is trivial, then Γ is C∗-simple if and only if K is trivial
or non-amenable.
Also, if K is amenable, then Γ is C∗-simple if and only if K is trivial.

Proof. — By Lemma 3.6, K is the fixator subgroup ΓU of a non-empty
and non-dense open subset U of ∂T . Then part (1) follows from Propo-
sition 2.7, while part (2) and (3) follow from Corollary 2.15, using that
K/N = ΓU/N = (Γ/N)U . �

Example 3.10. — Let T be a regular tree of degree d > 3, i.e., all vertices
in T have degree d, and let Γ be the subgroup of Aut(T ) consisting of all
automorphisms that are either elliptic or hyperbolic with an even transla-
tion length. The group Γ is also considered in [18, Remarks (iv), p. 468],
and it is uncountable and has finite index in Aut(T ). We will now show
that Γ y ∂T is an extreme boundary action. As T is regular, ∂T = ∂T if
d <∞ and ∂T = T ∪ ∂T if d =∞.
We start by explaining that for every two edges e and f an element g ∈ Γ

can be found, such that gZ0(f) ⊆ Z0(e). The canonical binary partitioning
of T induces an orientation of the edges. There are two cases: e and f have
the same orientation, or e and f have opposite orientation. In the latter
case, take an edge e1 ∈ Z0(e) with r(e) = s(e1). Then it is easy to see that
e1 has the same orientation as f and, of course, Z0(e) ⊇ Z0(e1). So it is
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enough to show that there is a group element g ∈ Γ for which e = gf (in
the first case), or e1 = gf (in the second case). But if p and q are edges
of the same orientation, then either the geodesic connecting them has even
number of edges, and |d(s(p), s(q)) − d(r(p), r(q))| = 2 (in this case there
is an elliptic element g with p = gq), or the geodesic connecting them has
odd number of edges, and |d(s(p), s(q)) − d(r(p), r(q))| = 0 (in this case
there is a hyperbolic element g with p = gq). But Γ contains all elements
that preserve the orientation, so gZ0(f) = Z0(gf) ⊆ Z0(e).
Let K ( ∂T be a closed set and ∅ 6= U ⊆ ∂T be an open set. Since

∂T \K is open and non-empty, then by Lemma 3.3 there exist edges e and
f such that Z(e) ⊆ U and Z(f) ⊆ ∂T \K, that is, K ⊆ Z(f). The element
g constructed above, for which gZ0(f) ⊆ Z0(e), satisfies gZ(f) ⊆ Z(e) by
continuity. Therefore gK ⊆ gZ(f) ⊆ Z(e) ⊆ U . It follows that the actions
of Γ and Aut(T ) on ∂T are extreme boundary actions.
Since Γ acts faithfully on T , Γ has the unique trace property by Propo-

sition 2.2. Moreover, the action is not topologically free (i.e., not slender),
so int(Γ y ∂T ) is non-trivial, and thus the simplicity of Γ implies that
int(Γ y ∂T ) = Γ. Note that any half-tree of T is a regular rooted tree,
so the fixator subgroup in Aut(T ) of a half-tree is isomorphic to the full
automorphism group of a regular rooted tree of branching degree d. This
group contains the full automorphism group of a regular rooted tree of
branching degree 3 (i.e., of a rooted binary tree), which in turn contains a
free subgroup on two generators according to [33]. Note that all automor-
phisms of a binary rooted tree preserve the orientation, therefore this group
is contained in Γ. We can conclude that the fixator subgroup in both Γ and
Aut(T ) of any half-tree is non-amenable. Therefore, both Γ and Aut(T ) are
C∗-simple by Theorem 3.9.

Remark 3.11. — In [22, Lemma 5.8] by the second and third author it
was incorrectly stated that ∂T is always a Γ-boundary, which was later used
the proof of [22, Theorem 5.9]. The statement of [22, Theorem 5.9] is still
correct; in fact, a much more general result holds, as shown in Theorem 3.9.

4. Graphs of groups and HNN extensions

In this section we give some of the preliminaries for the branch of geomet-
ric group theory now known as Bass–Serre theory. Much of our exposition
is based on the original source [32, §I.5] for this topic, but is also inspired
by the approach taken in [2] and [18].
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4.1. Graphs of groups

A graph of groups (G, Y ) consists of a non-empty connected graph Y =
(V,E, s, r), families of groups (Gv)v∈V and (Ge)e∈E such that Ge = Ge for
all e ∈ E, and a family of injective group homomorphisms ϕe : Ge → Gs(e),
e ∈ E. We pick an orientation E+ ⊆ E of Y , meaning that E+ ∩ {e, e}
contains only one edge for all e ∈ E, and define E− = E \ E+.

Now, let M = (V (M), E(M)) be a maximal subtree of Y . We define the
fundamental group Γ = π1(G, Y,M) of (G, Y ) by

Γ =
〈
{Gv}v∈V , {τe}e∈E

∣∣∣∣∣∣
τe = τ−1

e for all e ∈ E,
τeϕe(g)τ−1

e = ϕe(g) for all e ∈ E, g ∈ Ge
τe = 1 for all e ∈ E(M)

〉
.

We have natural group homomorphisms Gy → Γ for all y ∈ V , and they
are all injective. Moreover, τe ∈ Γ has infinite order for all e ∈ E \ E(M).

We next define a graph T = (V (T ), E(T ), s, r) as follows. For any edge
e ∈ E, let |e| be the unique edge in {e, e} ∩ E+ and define Γe = ϕ|e|(Ge).
We define V (T ) and E(T ) by means of left coset spaces in the following
way:

V (T ) =
⊔
v∈V

Γ/Gv, E(T ) =
⊔
e∈E

Γ/Γe.

The source, range and inversion maps are given by

s(gΓe) =
{
gGs(e) for e ∈ E+

gτ−1
e Gs(e) for e ∈ E−,

r(gΓe) =
{
gτeGr(e) for e ∈ E+

gGr(e) for e ∈ E−,

and gΓe = gΓe for all g ∈ Γ and e ∈ E.

Remark 4.1. — Note that in [32] the set-up is slightly different: there ϕe
is a map Ge → Gr(e), and the relation is τeϕe(g)τ−1

e = ϕe(g). However,
above we follow the convention used in [2], which also coincides with the
description in [5, Example E.13].

Theorem 4.2 ([32, Section I.5]). — For (G, Y ), M and E+ as above,
the graph T constructed above is a tree. Up to isomorphisms, Γ and T are
independent of the choice of maximal subtree M and orientation E+.

The tree T is the so-called Bass–Serre tree of the graph of groups (G, Y );
we will also say that T is the Bass–Serre tree of the fundamental group Γ
of (G, Y ).
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The definition of T incites us to define an action of Γ on T by left
translation of cosets, and Γ acts on T by automorphisms without inversions,
i.e., ge 6= e for all g ∈ Γ and e ∈ E(T ).

Theorem 4.3 (Fundamental theorem of Bass–Serre theory). — Sup-
pose that Γ is a group acting without inversions on a tree T . Then there
exists a graph of groups with fundamental group Γ′ isomorphic to Γ such
that the action of Γ′ on its Bass–Serre tree T ′ is isomorphic to the action
of Γ on T . Moreover, the stabilizer subgroups of vertices (resp. edges) of
T are isomorphic to the vertex (resp. edge) groups of the graph of groups
under this isomorphism.

Remark 4.4. — Let G = (G, Y ) be a graph of groups, and let Γ and T
be the corresponding fundamental group and Bass–Serre tree, as described
above. In [6], inspired by the well-known construction of graph C∗-algebras,
and under the assumption that T is locally finite and without leaves, the
authors define a C∗-algebra C∗(G) by generators and relations that are
encoded by G in a natural way. Then they prove a C∗-algbraic version of
Theorem 4.3, showing in [6, Theorem 4.1] that C∗(G) is isomorphic to the
stabilization of the full crossed product C(∂T ) o Γ. One of their goals is
to find conditions ensuring that C∗(G) is a UCT Kirchberg algebra, which
in our case, i.e., assuming only that Γ y T is minimal and strongly hyper-
bolic, can be characterized completely for the associated crossed products;
namely, we have that the following are equivalent:

(i) C(∂T ) o Γ is a UCT Kirchberg algebra,
(ii) C(∂T ) or Γ is a UCT Kirchberg algebra,
(iii) Γ and T are countable and Γ y ∂T is amenable and topologically

free.

(i) =⇒ (ii). — Nuclearity implies that the action is amenable, so the
full and reduced crossed products are isomorphic.
(ii) =⇒ (iii). — Separability implies that Γ and T are countable, and

nuclearity implies that Γ y ∂T is amenable, and thus amenably free by
Remark 2.6. Since C(∂T ) or Γ is simple, then Γ is C∗-simple by [23, The-
orem 6.2], so by Proposition 2.7, the action must be topologically free.
(iii) =⇒ (i). — Amenability implies that the full and reduced crossed

products are isomorphic, and they are nuclear, while countability implies
that they are separable. Moreover, if a countable group acts amenably
on a commutative C∗-algebra, then the crossed product staisfies the UCT
property (see [34]). Finally, topological freeness also implies that C(∂T )orΓ
is simple and purely infinite by [25, Theorem 5].
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Remark 4.5. — Let Γ be a countable discrete group acting on a count-
able tree T . Then, following the argument given in [6, Theorem 5.29], ap-
plying [5, Theorem 5.2.1 and Lemma 5.2.6], and using Remark 2.6, the
following are equivalent:

(i) Γx is amenable for all x ∈ T ,
(ii) Γ y T ∪ ∂T is amenable,
(iii) Γx is amenable for all x ∈ T ∪ ∂T .

If any of these equivalent conditions hold, then Γ y ∂T is amenable.

We complete this subsection by discussing a few well-known normal sub-
groups. For a group G, let FC(G) denote the FC-center of G, i.e., normal
subgroup of elements in G of finite conjugacy class, and let NF (G) denote
the largest normal subgroup of G that does not contain any non-abelian
free subgroup. Now let Γ be a fundamental group of graphs of groups acting
on its Bass–Serre tree T and just write ker Γ for ker(Γ y T ). As usual, we
assume that the action is minimal and strongly hyperbolic. Then we have
the following sequence of subgroups:

(4.1)
FC(Γ) ⊆ FC(ker Γ) ⊆ R(ker Γ) = R(Γ)

⊆ NF (Γ) = NF (ker Γ) ⊆ ker Γ.

The inclusion R(Γ) ⊆ NF (Γ) is well-known to hold for any group [9], and
the inclusion NF (Γ) ⊆ ker Γ follows from [7, Proposition 19]. The two
equalities follow from [22, Examples 6.4, 6.6, and Lemma 6.7]. Note that
this implies that Γ always contains a non-abelian free subgroup. The first
containment is clear since FC(Γ) is a subgroup of ker Γ and the second
holds since FC(ker Γ) is an amenable normal subgroup of ker Γ. In general,
FC(ker Γ) is always normal in Γ (since an FC-center is a characteristic
subgroup), but it may be bigger than FC(Γ).

Moreover, if ker Γ is finite, then FC(Γ) = ker Γ, and the sequence (4.1)
collapses. To see why, note that h ∈ ker Γ = g−1(ker Γ)g for all g ∈ Γ, so
ghg−1 ∈ ker Γ for all g ∈ Γ. Therefore the conjugacy class of h is contained
in ker Γ, which is finite, so h ∈ FC(Γ).

4.2. HNN extensions

We now zoom in on the case of HNN extensions, first from an alge-
braic point of view, for which we provide some structure results and define
subgroups which we shall interpret geometrically in the next subsection.
Our work should be compared with similar results by the second and third
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author for free products with amalgamation [22]: whereas HNN extensions
are fundamental groups of loops, free amalgamated products are funda-
mental groups of a segment of length 1.
Suppose that (F, Y ) is a graph of groups, where Y is a loop with one

vertex v and one pair of edges {e, e}. We let {e} be the orientation of Y
and G = Fv. As the homomorphisms ϕe : Fe → G and ϕe : Fe → G of
Fe are both injective, we may define H = ϕe(Fe) and an injective group
homomorphism θ = ϕeϕ

−1
e : H → G. Defining the stable letter τ = τe, the

fundamental group Γ is the well-known HNN extension HNN(G,H, θ):

Γ = HNN(G,H, θ) = 〈G, τ | τ−1hτ = θ(h) for all h ∈ H〉.

These groups are named after Higman, Neumann, and Neumann, who first
studied them in [19].
Let Γ = HNN(G,H, θ) be an HNN extension and let T be the Bass–Serre

tree of Γ. The vertices in T are left cosets of Γ/G and the edge set of T con-
sists of two disjoint copies of Γ/H, say, Γ/HtΓ/H, where the inversion map
sends gH to gH and vice versa. The source and range maps are given by

s(gH) = gG = r(gH), r(gH) = gτG = s(gH), g ∈ Γ.

The action of Γ on T by left translation is transitive. Moreover, T is reg-
ular, i.e., all vertices have the same degree [G : H] + [G : θ(H)], so that in
particular, T is leafless, and T is countable if and only if G/H and G/θ(H)
are of at most countably infinite cardinality.
The picture below illustrates part of the Bass–Serre tree of the HNN

extension of a group G, and subgroups H ∼= θ(H) such that [G : H] = 2
and [G : θ(H)] = 3. We let S−1 = {1, s} and S1 = {1, t1, t2} be sets of
left coset representatives for H and θ(H), respectively. Observe that for
g ∈ S−1, if we want to add gτ to the right in one of the vertex cosets mG
(e.g., going from mG to mgτG), we traverse an edge emanating from mG,
and when adding gτ−1 to the right for g ∈ S1, one traverses an edge ending
in mG.

Let g ∈ Γ be an element with normal form g = g1τ
ε1g2τ

ε2 · · · gnτεn .
Defining t0 = 1 and

(4.2) tk =
k∏
i=1

giτ
εi , ek =

{
tkτ
−1H = tk−1gkH if εk = 1,

tkH if εk = −1

for 1 6 k 6 n, the unique path from G to gG is given by

G
e1 // t1G

e2 // · · · en // gG
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τsτG• τt2τ
−1G•

τt2τ
−1H

��

sτt2τ
−1G•

sτt2τ
−1H
��

sτsτG•

τ2G• τG•
τH

oo

τsH

dd

sτG•
sτH

//

sτsH

::

sτ2G•

τt1τ
−1G•

τt1τ
−1H

::

sτt1τ
−1G•

sτt1τ
−1H

dd

G•

H

ZZ

sH

DD

τ−1G•

τ−1H

55

t2τ
−1G•

t2τ
−1H

jj

t1τ
−1G•

t1τ
−1H

OO

Indeed, if εk = 1, then s(tk−1gkH) = tk−1G and r(tk−1gkH) = tk−1gkτG =
tkG, and if εk = −1 we notice that s(tkH) = tkτG = tk−1G and r(tkH) =
tkG.
If we let S−1 and S1 be systems of representatives for the left cosets of

H and θ(H) in G, respectively, such that 1 ∈ S−1 ∩ S1, the unique normal
form of an element g ∈ Γ (see, e.g., [3, Theorem 2.14.3]) can be written

g = g1τ
ε1g2τ

ε2 · · · gnτεngn+1,

where n > 0, and the following conditions are satisfied:
(i) gn+1 ∈ G and εi ∈ {±1} for 1 6 i 6 n;
(ii) gi ∈ S−εi for all 1 6 i 6 n;
(iii) gi = 1 implies εi−1 = εi for 2 6 i 6 n.

This also entails that the natural map G→ Γ is actually an injection. With
g as above, we say that n = |g| is the length of g, and if n > 1, we say that
ε1 and εn is the type and direction of g, respectively. The initial letter of
g is g1 ∈ S−ε1 and the end letter of g is gn+1 ∈ G. We define the length of
any g ∈ G to be 0, and the initial letter and end letter of g as an element
in Γ are given by 1 and g, respectively.
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For n > 1, g1, . . . , gn+1 ∈ G and ε1, . . . , εn ∈ {±1}, the word

g1τ
ε1 · · · gnτεngn+1

is said to be reduced (in Γ) if for all 1 6 i 6 n− 1 we have
(a) gi+1 /∈ H whenever εi = −1 and εi+1 = 1, and
(b) gi+1 /∈ θ(H) whenever εi = 1 and εi+1 = −1.

If we define
H−1 = H, H1 = θ(H),

the conditions (a) and (b) can be rephrased as follows: for all 1 6 i 6 n−1,
gi+1 /∈ Hεi whenever εi+1 = −εi. Notice that

(4.3) τ−εH−ετ
ε = Hε.

We say that g1 ∈ G is reduced if g1 6= 1. A fundamental result for
HNN extensions, also known as Britton’s lemma, is that reduced words
always define non-identity elements. The result itself can be derived from
the uniqueness of the normal form. Indeed, if for n > 1 the word g =
g1τ

ε1 · · · gnτεngn+1 ∈ Γ is reduced, let s1 ∈ S−ε1 and h1 ∈ H−ε1 such that
g1 = s1h1 and rewrite

g = s1τ
ε1(τ−ε1h1τ

ε1)g2τ
ε2 · · · gnτεngn+1.

The remainder of the proof divides into two possible situations, depending
on whether consecutive powers of τ in the word coincide. Indeed, define
g′2 = (τ−ε1h1τ

ε1)g2. If ε2 = ε1, then write g′2 = s2h2 for s2 ∈ S−ε2 and
h2 ∈ H−ε2 as above, and write

g = s1τ
ε1g′2τ

ε2 · · · gnτεngn+1 = s1τ
ε1s2τ

ε2(τ−ε2h2τ
ε2)g3 · · · gnτεngn+1.

If ε2 = −ε1, then g2 /∈ H−ε2 = Hε1 by assumption, so that due to (4.3),
g′2 = (τ−ε1h1τ

ε1)g2 ∈ Hε1g2 and g′2 /∈ Hε1 = H−ε2 . We then proceed as for
g1, noting that the coset representative of g′2 with respect to H−ε2 is not 1.
Iterating the process yields the normal form of g, which contains at least
2n − 1 terms. If n > 2 then g 6= 1 due to uniqueness of the normal form,
and if n = 1, then g = g1τ

ε1g2 6= 1 would imply τ ∈ G, a contradiction.
The above proof of Britton’s lemma also proves the following lemma.

Lemma 4.6. — Let n > 1 and let g = g1τ
ε1 · · · gnτεngn+1 ∈ Γ be a

reduced word. Then
(1) g /∈ G and |g| = n;
(2) the type of g is ε1;
(3) the direction of g is εn;
(4) the initial letter of g is 1 if and only if g1 ∈ H−ε1 ;
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(5) if gn+1 ∈ Hεn , the end letter of the normal form is contained in
Hεn as well.

In some cases when working with large subsets of an HNN extension,
it will prove helpful to be able to uncover properties of elements in these
subsets without having to reduce. We introduce a simple lemma to remedy
this situation, the proof modeled after the proof of the preceding lemma.

Lemma 4.7. — For an HNN extension Γ = HNN(G,H, θ), n > 1,
g1, . . . , gn+1 ∈ G and ε1, . . . , εn ∈ {±1}, define

g = g1τ
ε1 · · · gnτεngn+1 ∈ Γ.

If n is odd, then g /∈ G, and if ε1 = · · · = εk for some k > n
2 , the type of g

is ε1.

Proof. — Notice that the above expression of g is reduced if and only if
τεjgj+1τ

εj+1 /∈ G for all 1 6 j 6 n−1. We may therefore assume that there
is 1 6 j 6 n− 1 such that τεjgj+1τ

εj+1 ∈ G. Let 1 6 i 6 min{j, n− j} be
largest such that

h = gj−(i−1)τ
εj−(i−1)gj−(i−1)+1 · · · gj+iτεj+igj+i+1 ∈ G.

We may now write g = g1τ
ε1 · · · gj−iτεj−ihτεj+i+1 · · · gnτεngn+1. If this

word is not reduced, we can continue this process for this new expression
of g. After a finite number of iterations, the word must be reduced, so
because this process always removes an even number of powers of τ from the
preceding expression of g, n being odd implies that g /∈ G by Lemma 4.6(1).
If ε1 = · · · = εk for some k > n

2 , then reduction removes at most n− k < k

of the identical first k powers of τ in the original expression of g. Therefore
the type of g is ε1 by Lemma 4.6(2). �

The kernel of the HNN extension Γ is the normal subgroup

ker Γ =
⋂
r∈Γ

rHr−1.

For ε ∈ {±1}, let Tε be the collection of elements g ∈ Γ of length n > 1
and type ε. Let T †ε be the subset of g ∈ Tε of length n > 1 with initial
letter 1. We then define the quasi-kernel

Kε =
⋂

r∈Γ\T †ε

rHr−1.

Notice that (Γ \ T †−1) ∪ (Γ \ T †1 ) = Γ, so that ker Γ = K−1 ∩K1.
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We will consider criteria for HNN extensions to be C∗-simple and to
have the unique trace property in the following. An HNN extension Γ =
HNN(G,H, θ) is ascending if either H = G or θ(H) = G. In order to make
the most of Britton’s lemma, we will mostly consider non-ascending HNN
extensions, which is not too restrictive of a property, meaning that both
S1 and S−1 are non-trivial.

Lemma 4.8. — If Γ is a non-ascending HNN extension, the normal clo-
sures of the quasi-kernels in Γ coincide.

Proof. — For any s ∈ S−1 \ {1}, sτ(Γ \ T †−1) ⊆ Γ \ T †1 , so that

K1 =
⋂

r∈Γ\T †1

rHr−1 ⊆ sτ

 ⋂
r∈Γ\T †−1

rHr−1

 τ−1s−1 = sτK−1τ
−1s−1.

Hence the normal closure of K−1 contains that of K1. The reverse inclusion
is seen in a similar manner. �

As the normal closures of K1 and K−1 in Γ coincide by the above lemma,
it follows that K1 is trivial if and only if K−1 is trivial. Moreover, if one of
K1 and K−1 is equal to the normal subgroup ker Γ, then the other one is
also equal to ker Γ.
For a non-ascending HNN extension Γ, let int Γ be the normal closure of

either of the quasi-kernels. We call int Γ the interior of Γ.

Remark 4.9. — Let Γ = HNN(G,H, θ) be a non-ascending HNN ex-
tension. Then int Γ = ker Γ if and only if the quasi-kernels of Γ coincide
with the kernel of Γ, if and only if there exists gε ∈ G \ H−ε such that
gεKεg

−1
ε = Kε for ε ∈ {±1}. To see this, note first that ε ∈ {±1} and all

gε ∈ G \H−ε we have

Γ \ T †−ε ⊆ (Γ \ T †ε ) ∪ gε(Γ \ T †ε ).

Indeed, if x ∈ T †ε ⊆ Γ\T †−ε, then g−1
ε x has type ε and initial letter different

from 1. Therefore Γ = (Γ \ T †ε ) ∪ gε(Γ \ T †ε ), so that

ker Γ =
⋂

r∈Γ\T †ε

rHr−1 ∩
⋂

r∈Γ\T †ε

gεrHr
−1g−1

ε = Kε ∩ gεKεg
−1
ε .

The conclusions now follow from normality.

The following theorem (and the main result of this section) is motivated
by condition (SF′) in [16, Proposition 11] and [22, Theorem 3.2].
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Theorem 4.10. — Let Γ = HNN(G,H, θ) be a non-ascending HNN
extension. The following are equivalent:

(1) int Γ = {1};
(2) the quasi-kernel Kε is trivial for some or both ε;
(3) for every finite subset F ⊆ Γ \ {1}, there exists g ∈ Γ such that

gFg−1 ∩G = ∅;
(4) for every finite subset F ⊆ Γ \ {1}, there exists g ∈ Γ such that

gFg−1 ∩H = ∅;
(5) for every finite subset F ⊆ G \ {1}, there exists g ∈ Γ such that

gFg−1 ∩H = ∅;
(6) for every finite subset F ⊆ H \ {1}, there exists g ∈ Γ such that

gFg−1 ∩H = ∅.
Moreover, if these conditions hold, then Γ is a Powers group, and in par-
ticular C∗-simple.

Proof. — (3) =⇒ (4) =⇒ (5) =⇒ (6) and (1)⇐⇒ (2) are obvious.
(6) =⇒ (2). — If Kε is trivial for some ε ∈ {±1}, then K−ε is trivial by

Lemma 4.8. Therefore suppose that K−1 and K1 are both non-trivial. Pick
fε ∈ Kε\{1} for ε ∈ {±1} and set F = {f−1, f1}. For an arbitrary g ∈ Γ, we
have g−1 ∈ Γ \T †ε for some ε. Then gfεg−1 ∈ H, i.e., gfεg−1 ∈ gFg−1 ∩H.

(2) =⇒ (3). — Choose a finite F ⊆ Γ \ {1}. Assume first there is an
element f1 ∈ F ∩G (otherwise, there is nothing to show). Since f1 6= 1, we
may pick g1 ∈ Γ \ T †1 such that g−1

1 f1g1 /∈ H. We may now assume that
g−1

1 f1g1 /∈ G; if g−1
1 f1g1 ∈ G, we can freely replace g1 by g1τ . In particular,

g1 /∈ G, and so we may let ε1 be the direction of g1. We then see that the
type and direction of g−1

1 f1g1 are −ε1 and ε1, respectively, since we can
write g−1

1 f1g1 as a reduced word by means of the normal form of g1 and
then apply Lemma 4.6. In this way, we also see that replacing g1 by g1h

−1

where h is the end letter of g1 does not change this conclusion, so we may
assume that g−1

1 f1g1 has initial letter 1 and end letter contained in Hε1 .
We now assume that there is an element f2 ∈ F such that g−1

1 f2g1 ∈ G
(otherwise, we are done). Pick g2 ∈ Γ\T †−ε1

such that g−1
2 g−1

1 f2g1g2 /∈ H. In
the same manner as above, we may assume that g−1

2 g−1
1 f2g1g2 /∈ G, g2 /∈ G

and g2 has end letter 1, and if ε2 is the direction of g2, then g−1
2 g−1

1 f2g1g2
has type −ε2 and direction ε2. We now claim that g−1

2 g−1
1 f1g1g2 /∈ G

as well. Indeed, since g−1
1 f1g1 /∈ G has type −ε1 and direction ε1 with

initial letter 1 and end letter in Hε1 , then g−1
2 g−1

1 f1g1g2 has type −ε2
and direction ε2, with initial letter 1 and end letter contained in Hε2 .
To realize this, we consider the normal forms of g−1

1 f1g1 and of g2, say,
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g2 = h1τ
ε · · ·hmτε2 . Then

g−1
2 (g−1

1 f1g1)g2 = τ−ε2h−1
m · · · τ−εh−1

1 (g−1
1 f1g1)h1τ

ε · · ·hmτε2 .

Hence reduction is only possible if ε = −ε1, but h1 /∈ H−ε = Hε1 by
assumption since g2 ∈ Γ\T †−ε1

. Therefore the above word is always reduced,
so Lemma 4.6 applies.
It should be clear how this process continues, choosing gi from the set

Γ \ T †ε , depending on the direction of gi−1, and since F is finite, we take g
to be the product of the gi’s, and then g−1fg /∈ G for every f ∈ F .
We refer to [16, Proposition 11] for a proof that any of the six conditions

implies that Γ is a Powers group, if Γ is non-ascending. �

Remark 4.11. — In the 2011 article [18, Theorem 3(ii)], a sufficient cri-
terion to ensure C∗-simplicity of a non-ascending, countable HNN exten-
sion was given by de la Harpe and Préaux, formulated as follows. For
Γ = HNN(G,H, θ) non-ascending and G countable, define H0 = H, and
recursively define a descending sequence of subgroups (Hk)k>1 of H0 = H

by H ′k = Hk ∩ τ−1Hkτ and

Hk =

⋂
g∈G

gH ′kg
−1

 ∩ τ
⋂
g∈G

gH ′kg
−1

 τ−1.

The criterion ensuring C∗-simplicity of Γ was that Hk = {1} for some k > 0
(in fact, Γ is a Powers group).
We claim that Theorem 4.10 is a stronger result. Indeed, for k > 1, let

Ck be the set of elements in Γ of length 6 k + 1. Then Hk = {1} implies⋂
r∈Ck rHr

−1 = {1}, since each Hk is obtained by taking intersections of
sets of the form rHr−1, r running through a subset of Ck. For ε ∈ {±1}
and s ∈ S−ε \ {1}, then sτ (k+2)εCk ⊆ Γ \ T †ε due to Lemma 4.7. Therefore

Kε =
⋂

r∈Γ\T †ε

rHr−1 ⊆ sτ (k+2)ε

( ⋂
r∈Ck

rHr−1

)
τ−(k+2)εs−1 = {1}.

The following result, similar to [22, Theorem 3.7], now holds.

Proposition 4.12. — Let Γ = HNN(G,H, θ) be a non-ascending HNN
extension such that H ∩ θ(H) is finite. Then the following are equivalent:

(1) Γ is icc;
(2) ker Γ = {1};
(3) int Γ = {1};
(4) Γ is a Powers group;
(5) Γ is C∗-simple;
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(6) Γ has the unique trace property.

Proof. — It is clear that (3) =⇒ (4) =⇒ (5) =⇒ (6) =⇒ (1).
Note that ker Γ⊆H ∩ θ(H) so the kernel is finite, and therefore (1) =⇒

(2) by (4.1) and the preceding comment.
Thus only (2) =⇒ (3) remains. Suppose that ker Γ = {1}. Note that

ker Γ coincides with the intersection of the decreasing sequence

H0 ⊇ H1 ⊇ · · ·Hk ⊇ Hk+1 ⊇ · · ·

of Remark 4.11. For k > 1, Hk is a subgroup of H ∩ θ(H) and therefore
finite, meaning that Hk must be trivial for some k > 1. As in Remark 4.11,
we conclude that Kε is trivial for ε ∈ {±1}. �

The above result indicates that in order to search for examples of non-
ascending HNN extensions HNN(G,H, θ) that are not C∗-simple but do
satisfy the unique trace property, we have to ensure that the image of θ
inside G is not too far away from H. We give such an example in Section 5.

An alternate characterization of recurrence of a subgroup H of a group
G is that there exists a finite subset F ⊆ G \ {1} such that F ∩ gHg−1 6= ∅
for all g ∈ G (see [24, Section 5]). Combining [24, Proposition 5.2] with
Theorem 4.10, we obtain the following result.

Lemma 4.13. — Let Γ = HNN(G,H, θ) be a non-ascending HNN ex-
tension. The following are equivalent:

(1) K−1 and K1 are non-trivial;
(2) H is recurrent in Γ;
(3) G is recurrent in Γ.

Corollary 4.14. — Let Γ = HNN(G,H, θ) be a non-ascending HNN
extension. If H is non-recurrent, then Γ is C∗-simple. Consequently, if H
is amenable, then Γ is C∗-simple if and only if H is not recurrent in Γ.

Proof. — If H is not recurrent, then by Lemma 4.13 K−1 and K1 are
trivial, and therefore Γ is C∗-simple by Theorem 4.10. The last part now
follows from [24, Theorem 5.3]. �

Remark 4.15. — There is another way of seeing that Γ = HNN(G,H, θ)
is not C∗-simple when H is amenable and the quasi-kernels K−1 and K1
are non-trivial.
Note first that if K1 = ker Γ, then K−1 = ker Γ. Thus, by assumption,

ker Γ is a non-trivial normal amenable subgroup of Γ, and hence Γ cannot
be C∗-simple. Hence, we may assume that both K1 and K−1 are different
from ker Γ.
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Choose a ∈ K1 \ ker Γ and b ∈ K−1 \ ker Γ. Then
{gH | gH 6= agH} ⊆ {gH | g ∈ T−1} and
{gH | gH 6= bgH} ⊆ {gH | g ∈ T1},

which are clearly disjoint. By using the technique from Proposition 4.8
in [14], also explained in [29, p. 12], the action of Γ on Γ/H gives rise to
a unitary representation π : G → `2(Γ/H), that extends to a continuous
representation of C∗r (Γ). It follows that (1 − λ(a))(1 − λ(b)) generates a
proper two-sided closed ideal of C∗r (Γ). Hence, Γ is not C∗-simple.

4.3. Boundary actions of non-ascending HNN extensions

Now let T denote the Bass–Serre tree of an HNN extension Γ. It was
remarked in the beginning of the previous subsection that the action of Γ
on T is transitive, so it is also minimal. Moreover, we either have ∂T = ∂T

or ∂T = T ∪ ∂T in T ∪ ∂T in the shadow topology, since T is regular.
If |∂T | 6 2, every vertex in T has degree 2, so that H = θ(H) = G and
Γ = Goθ Z.

Proposition 4.16. — Let Γ = HNN(G,H, θ) be an HNN extension,
and let T be the Bass–Serre tree of Γ. If |∂T | > 3, then the following are
equivalent:

(1) The action of Γ on T is strongly hyperbolic.
(2) Γ is non-ascending.

If any of these two conditions is satisfied, ∂T is a Γ-boundary in the shadow
topology.

Proof. — The equivalence follows from [18, Proposition 20], and since
the action of Γ on T is minimal, it follows from Lemma 3.5 that ∂T is
indeed a Γ-boundary. �

The shadows in T ∪∂T can be described as follows. If g has normal form

g = g1τ
ε1g2τ

ε2 · · · gnτεngn+1

for n > 1, let U(g) be the subset of all elements hG where the normal form
of h begins with gg−1

n+1 = g1τ
ε1g2τ

ε2 · · · gnτεn , as well as all equivalence
classes of rays identifiable with a ray beginning with g1τ

ε1g2τ
ε2 · · · gnτεn .

Then U(g) is an extended half-tree, and by letting V (g) be the com-
plement extended half-tree resulting from removing the edge connecting
gg−1
n+1τ

−εnG and gG, the collection of all sets of the form U(g) and V (g),
g ∈ Γ, generates the shadow topology.
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For any g ∈ Γ, let K(g) (resp. L(g)) be the fixator subgroup of the
extended half-tree U(g) (resp. V (g)). Then K(g) is the fixator of the half-
tree U(g) ∩ T , and L(g) is the fixator of V (g) ∩ T .

Lemma 4.17. — Let Γ = HNN(G,H, θ) be a non-ascending HNN ex-
tension with Bass–Serre tree T . For any g ∈ Γ \G with direction ε,

K(g) = gK−εg
−1, L(g) = gt−1τ−εKετ

εtg−1,

where t ∈ G is the end letter of g. Moreover, g ∈ Γ fixes all x ∈ T if and
only if g ∈ ker Γ.

Proof. — Suppose that g′ ∈ Γ is a fixator of all elements in U(g) where

g = g1τ
ε1g2τ

ε2 · · · gnτεngn+1 ∈ Γ

in the normal form, and let ε be the direction of g. Then g′ fixes all edges
in the subtree spanned by U(g), i.e., g′(mH) = mH for all m ∈ Γ with
normal form beginning with g1τ

ε1g2τ
ε2 · · · gnτε. Therefore g′ ∈ K(g) if

and only if g′(grH) = grH for all r ∈ Γ with the normal form r =
r1τ

f1r2τ
f2 · · · rmτfmrm+1 where either

(1) m = 0, or
(2) m > 1 and either

(2a) f1 = ε, or
(2b) f1 = −ε and r1 /∈ Hε.

In case (2b), the fact r1 ∈ S−f1 = Sε implies that r1 6= 1. Therefore the
r ∈ Γ of the above form constitute the set Γ \ T †−ε, so

g′ ∈ g

 ⋂
r∈Γ\T †−ε

rHr−1

 g−1 = gK−εg
−1.

Hence K(g) = gK−εg
−1.

Now let s = g1τ
ε1g2τ

ε2 · · · gnτεn−1gn and notice that

sU(gnτεn) ∩ T = U(g) ∩ T.

Indeed, m ∈ Γ has normal form beginning with gnτεn if and only sm has
normal form beginning with g1τ

ε1g2τ
ε2 · · · gnτεn . In particular, sV (gnτεn)∩

T = V (g) ∩ T , so that

L(g) = sL(gnτεn)s−1.

We next observe that L(gnτεn) is the subgroup of elements in Γ fixing all
vertices of half-trees of the form U(rτεn) for r ∈ S−εn \ {gn} and U(tτ−εn)
for t ∈ Sεn , as well as the vertex G. In particular, any s ∈ L(gnτεn) must fix
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all the edges emanating from and ending in the vertex G, i.e., {rH}r∈S−1

and {tτ−1H}t∈S1 , so that s ∈
⋂
g∈G g(H ∩ θ(H))g−1. Thus

L(gnτεn) =
⋂

r∈S−εn\{gn}

rτεnK−εnτ
−εnr−1

∩
⋂

t∈Sεn

tτ−εnKεnτ
εnt−1 ∩

⋂
g∈G

g(H ∩ θ(H))g−1

=
⋂

r∈Γ\gnT †εn
|r|>1

rHr−1 ∩
⋂
g∈G

g(H ∩ θ(H))g−1

=
⋂

r∈Γ\T †εn
|r|>1

gnrHr
−1g−1

n ∩
⋂
g∈G

g(H ∩ θ(H))g−1 ⊆ gnKεng
−1
n .

Conversely, assume that (gnr)−1s(gnr) ∈ H for all r ∈ Γ \ T †εn . Then for
any g′ ∈ Γ such that g′G belongs to one of the half-trees U(rτεn) for
r ∈ S−εn \ {gn} and U(tτ−εn) for t ∈ Sεn , we have g−1

n g′ /∈ Γ \T †εn , so that
sg′G = g′G, and clearly s ∈ G. Hence s ∈ L(gnτεn). We conclude that

L(g) = sL(gnτεn)s−1 = sgnKεng
−1
n s−1 = gg−1

n+1τ
−εnKεnτ

εngn+1g
−1,

which completes the proof. �

In the Bass–Serre tree of an HNN extension Γ = HNN(G,H, θ) which is
non-ascending, remove the edge H connecting G and τ−1G. By the above
lemma, the fixator subgroups of the resulting half-trees are K(τ−1) =
τ−1K1τ = θ(K1) and L(τ−1) = K−1. Similarly, if we remove the edge
τH connecting G and τG, then the elements that fix the two resulting
half-trees are θ−1(K−1) and K1. By Lemma 4.8, the normal closures in Γ
of K−1, θ(K1), θ−1(K−1), and K1 all coincide.

Proposition 4.18. — Let Γ be a non-ascending HNN extension with
Bass–Serre tree T , and consider T ∪∂T equipped with the shadow topology.
The action of Γ on T satisfies

ker Γ = ker(Γ y T ) = ker(Γ y ∂T ) = ker(Γ y ∂T )

and
int Γ = int(Γ y ∂T ) = int(Γ y ∂T ).

Proof. — By Lemma 4.17, we have ker Γ = ker(Γ y T ). The above
paragraph says that both quasi-kernels K−1 and K1 are fixator subgroups
of half-trees in T , so by Corollary 3.7, their normal closures, or the interior
int Γ, coincides with the interior of the action of Γ on ∂T . The remaining
identities are explained after the proof of Lemma 3.6. �
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Theorem 4.19. — Let Γ be a non-ascending HNN extension with Bass–
Serre tree T . Then Γ has the unique trace property if and only if ker Γ has
the unique trace property, and Γ is C∗-simple if and only if int Γ is C∗-
simple.
Proof. — This follows from Proposition 4.18 and Proposition 2.2. �

Theorem 4.20. — Let Γ be a non-ascending HNN extension, with
quasi-kernels K−1 and K1.
If ker Γ is trivial, then Γ is C∗-simple if and only if K−1 and K1 are

trivial or non-amenable.
If K−1 and K1 are amenable, then Γ is C∗-simple if and only if K−1 and

K1 are trivial.
Proof. — This follows from Proposition 4.18 and Theorem 3.9, since both

K−1 and K1 are fixator subgroups for half-trees in the Bass–Serre tree T .
�

Example 4.21. — Let G = Z and let g ∈ G be a generator of G. For
m,n ∈ Z \ {0}, define H = 〈gm〉 (thus corresponding to mZ) and an
injective homomorphism θ : H → G by θ(gkm) = gkn for k ∈ Z. Then the
HNN extension HNN(G,H, θ) = HNN(Z,mZ, km 7→ kn) is the Baumslag–
Solitar group

Γ = BS(m,n) = 〈g, τ | τ−1gmτ = gn〉.
Clearly, Γ is non-ascending if and only if min{|m|, |n|} > 2. A result of the
second author [20, Theorem 4.9] states that BS(m,n) is C∗-simple if and
only if min{|m|, |n|} > 2 and |m| 6= |n|.
We give a new proof using the C∗-simplicity criterion for HNN extensions

given above. Notice first that if |m| = |n|, then H = 〈gm〉 is a normal
abelian subgroup of Γ. Furthermore, BS(±1, n) and BS(m,±1) are solvable.
Indeed, in the case m = 1, N = 〈{τkgτ−k | k ∈ Z}〉 is a normal abelian
subgroup of Γ, with Γ/N infinite and cyclic.

Next assume that min{|m|, |n|} > 2 and |m| 6= |n| and let d be the
greatest common divisor of m and n, so that we may write m = dm′ and
n = dn′ for m′, n′ ∈ Z. We may assume that |n| > |m| so that |n′| > 1.
Clearly τ−1Hτ = 〈gn〉 = 〈gdn′〉. For k ∈ Z and i > 1, write kd(n′)i = qm+r
for q ∈ Z and 0 6 r < m. If

G 3 τ−1gkd(n′)iτ = gqnτ−1grτ,

then r = 0, so m | kd(n′)i and m | kd. Hence m(n′)i | kd(n′)i = qm,
meaning that (n′)i divides q and

τ−1gknτ ∈ 〈gn(n′)〉 = 〈gd(n′)2
〉, τ−igknτ i ∈ 〈gn(n′)i〉 = 〈gd(n′)i+1

〉.
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This shows that τ−iHτ i∩G ⊆ 〈gd(n′)i+1〉 for i > 1, meaning thatK1 = {1}.
Therefore Γ is C∗-simple by Theorem 4.10 or Theorem 4.20.

5. A non-C∗-simple HNN extension
with the unique trace property

In the following, let A =
⋃
n∈N{0, 1}2n and define X ⊆ A by

X = {(i1, j1, . . . , in, jn) | n ∈ N,
(jk, ik+1, jk+1) 6∈ {(0, 0, 1), (1, 0, 0)} for all 1 6 k 6 n− 1}.

We say that an element x = (i1, j1, . . . , in, jn) ∈ X has length `(x) = n.
For 1 6 k 6 n, we define πk : X → {0, 1}2 by

πk(i1, j1, . . . , in, jn) = (ik, jk).

We let H be the group with generators {h(x) | x ∈ X} satisfying the
following relations:
(R1) h(x)2 = 1 for all x ∈ X;
(R2) h(x)h(y) = h(y)h(x) whenever `(x) = `(y);
(R3) for all 2 6 k + 1 6 n,

h(i′1, j′1, . . . , i′k, j′k)h(i1, j1, . . . , in, jn)h(i′1, j′1, . . . , i′k, j′k)
= h(i1, j1, . . . , ik, jk, ik+1 ⊕ 1, jk+1, . . . , in, jn)

if i′1 = i1, j
′
1 = j1, . . . , i

′
k = ik, j

′
k = jk = jk+1 and

h(i′1, j′1, . . . , i′k, j′k)h(i1, j1, . . . , in, jn)h(i′1, j′1, . . . , i′k, j′k)
= h(i1, j1, . . . , ik, jk, ik+1, jk+1, . . . , in, jn)

otherwise, where ⊕ denotes addition modulo 2.
We now let G be the group containing H as a subgroup as well as elements
g0, g1 such that 〈H, g0, g1〉 = G,

g2
0 = 1 = g2

1 , g0g1 = g1g0,

and such that for all n ∈ N0,
• gjh(i, j ⊕ 1, i1, j1, . . . , in, jn) = h(i, j ⊕ 1, i1, j1, . . . , in, jn)gj and
• gjh(i, j, i1, j1, . . . , in, jn) = h(i⊕ 1, j, i1, j1, . . . , in, jn)gj .

For all n ∈ N and x = (i1, j1, . . . , in, jn) ∈ X, let us write

H(i1, j1, . . . , in, jn) =
{
h(x′)

∣∣∣∣∣ x
′ ∈ X, `(x′) > `(x),
πk(x′) = πk(x) for all k = 1, . . . , n

}
.
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For i ∈ {0, 1}, we define Hi = 〈H, gi〉 and a map θi : {h(x) | x ∈ X} ∪
{gi} → G by

θi(gi) = h(0, i), θi(h(0, i⊕ 1)) = gi⊕1,

and for all n ∈ N0,
• θi(h(i1, j1, . . . , in, jn)) = h(0, i, i1, j1, . . . , in, jn) whenever (i1, j1) 6=

(0, i⊕ 1);
• θi(h(0, i⊕1, i1, j1, . . . , in, jn)) = h(i1, j1, . . . , in, jn) whenever n > 1.

Lemma 5.1. — The map θi extends to a group homomorphism Hi → G

with image Hi⊕1.

Proof. — Let x, y ∈ X. If π1(x) 6= π1(y), then (R2) and (R3) together
imply that h(x) and h(y) commute. If π1(x), π1(y) /∈ {(0, i⊕1)}, then (R2)
and (R3) together imply that θi(h(x)) and θi(h(y)) commute. We may
therefore assume π1(y) = (0, i⊕ 1). If `(y) > 2, then π2(y) 6= (0, i) so that
θi(h(x)) and θi(h(y)) commute by (R2) and (R3) again, and if `(y) = 1,
then θi(h(x)) ∈ H(0, i) and θ(h(y)) = gi⊕1 commute.
We may therefore assume from now on that π1(x) = π1(y). If `(x) =

`(y), then by (R2) we have h(x)h(y) = h(y)h(x) and θi(h(x))θi(h(y)) =
θi(h(y))θi(h(x)), so we may assume that `(x) > `(y) without loss of gen-
erality. Write x = (i1, j1, . . . , in, jn), so that `(x) = n > k = `(y). Let
m 6 k be largest such that πr(x) = πr(y) for all 1 6 r 6 m. If m < k,
then h(x) and h(y) commute, and so do θi(h(x)) and θi(h(y)). Therefore
we may assume m = `(y). If jk+1 6= jk, then h(x) and h(y) commute, as do
θi(h(x)) and θi(h(y)) once more. We may therefore also assume jk+1 = jk
as well, as well as π1(y) = π1(x) = (0, i⊕ 1) (the case π1(y) 6= (0, i⊕ 1) is
completely analoguous). Then jk+1 = i⊕ 1. There are now two cases:

• If k = 1, then

θi(h(y))θi(h(x))θi(h(y)) = gi⊕1h(i2, j2, . . . , in, jn)gi⊕1

= h(i2 ⊕ 1, j2, . . . , in, jn)
= θi(h(x)h(y)h(x)).

• If k > 2, then

θi(h(y))θi(h(x))θi(h(y))
= h(i2, j2, . . . , ik, jk)h(i2, j2, . . . , in, jn)h(i2, j2, . . . , ik, jk)
= h(i2, j2, . . . , ik, jk, ik+1 ⊕ 1, jk+1, . . . , in, jn)
= θi(h(x)h(y)h(x)).
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Finally, if j1 = i ⊕ 1, then gi commutes with h(x), and θi(gi) = h(0, i)
commutes with θi(h(x)). If j1 = i, then

θi(gi)θi(h(x))θi(gi) = h(0, i)h(0, i, i1, j1, . . . , in, jn)h(0, i)
= h(0, i, i1 ⊕ 1, j1, . . . , in, jn)
= θi(h(i1 ⊕ 1, j1, . . . , in, jn))
= θi(gih(i1, j1, . . . , in, jn)gi).

It follows that there is a homomorphism θi : Hi → G with the desired
requirements, and θi(Hi) = 〈H, gi⊕1〉. �

Letting H = H0 and θ = θ0 : H → G be the group homomorphism of
the above lemma (for i = 0), then θ1 ◦ θ = idH . In particular, θ is injective.

The following are some easy properties of the group G.

Lemma 5.2.

(1) [G : H] = [G : θ(H)] = 2 and therefore H CG and θ(H)CG;
(2) H = 〈H(0, 0)〉 · 〈H(1, 0)〉 · 〈H(0, 1)〉 · 〈H(1, 1)〉;
(3) For each x ∈ {0, 1}2 there exists a homomorphism H → 〈H(x)〉

which is the identity map on 〈H(x)〉 and maps each element ofH(y)
to 1 for all y ∈ {0, 1}2 \ {x}. In particular, 〈H(x)〉 ∩ 〈H(y)〉 = {1}
for distinct x, y ∈ {0, 1}2.

Proof. — (1) is evident and (2) follows from the commutation relations.
To see that (3) holds, notice for x ∈ {0, 1}2 that the universal property of
H yields a surjective homomorphism ϕx onto the group H ′(x) generated
by {h(y) | y ∈ X π1(y) = x} with the same relations as H; moreover, there
is a natural homomorphism ιx : H ′(x) → H such that ιx(h(y)) = h(y)
for all y ∈ X with π1(y) = x. As ϕx ◦ ιx is the identity map on H ′(x),
(3) follows. �

We now consider the HNN extension Γ = HNN(G,H, θ) = 〈G, τ |
τ−1hτ = θ(h)〉. We choose the coset representatives {1, g1} for H and
{1, g0} for θ(H). Therefore, any g ∈ Γ is of the form

g = r1τ
ε1 · · · rnτεnrn+1,

where ri ∈ {1, g1} if εi = 1 and ri ∈ {1, g0} if εi = −1, for all 1 6 i 6 n.
Let K−1 and K1 be the quasi-kernels of the HNN extension Γ.

Lemma 5.3. — The quasi-kernels of Γ satisfy 〈H(0, 0)〉 ⊆ K−1 and
〈H(0, 1)〉 ⊆ K1.
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Proof. — We first defineM−1 = H(0, 1) andM1 = H(0, 0). Let i ∈ {0, 1}
and s ∈ H(0, i). Let ε = −1 if i = 0 and ε = 1 if i = 1. We claim first that
g−1sg ∈Mε′ for all g ∈ Γ \ T †ε of length > 1, end letter 1 and direction ε′.

Assume that |g| = 1. We separate the cases i = 0 and i = 1:
• i = 0. For ε1 = −1 we have r1 = g0, in which case r1sr1 ∈
g0H(0, 0)g0 = H(1, 0) and g−1sg ∈ θ−1(H(1, 0)) ⊆ H(0, 1). If
ε1 = 1, then sr1 = r1s and

g−1sg = θ(s) ∈ H(0, 0).

• i = 1. For ε1 = −1 we have sr1 = r1s and g−1sg = θ−1(s) ∈
H(0, 1), and for ε1 = 1 we have r1 = g1 so that

r1sr1 ∈ g1H(0, 1)g1 = H(1, 1)

and
g−1sg ∈ θ(H(1, 1)) ⊆ H(0, 0).

Next assume that we have proved the claim for all g ∈ Γ \ T †−1 with
|g| = n− 1, n > 2. Let g ∈ Γ \ T †−1 with |g| = n and write

g−1sg = (τ−εnrn · · · τ−ε1r1)s(r1τ
ε1 · · · rnτεn).

Letting ε′ be the direction of g′ = r1τ
ε1 · · · rn−1τ

εn−1 , then

s′ = (g′)−1sg′ ∈Mε′ .

If εn = −1, then for rn = 1 we have εn = ε′, so that s′ ∈ M−1 = H(0, 1).
Hence g−1sg = τs′τ−1 = θ−1(s′) ∈ H(0, 1). If rn = g0, then for ε = 1 we
have rns′rn ∈ g0H(0, 0)g0 = H(1, 0) and g−1sg = θ−1(H(1, 0)) ∈ H(0, 1),
and for ε′ = −1 we have rns′rn ∈ g0H(0, 1)g0 ⊆ H(0, 1) and g−1sg ∈
H(0, 1).

If εn = 1, the procedure is exactly the same: if rn = 1, then s′ ∈
M1 = H(0, 0). Thus g−1sg = τ−1s′τ = θ(s′) ∈ H(0, 0). If rn = g1, then
ε′ = 1 implies rns′rn ∈ g1H(0, 0)g1 = H(0, 0) and g−1sg ∈ θ(H(0, 0)) =
H(0, 0), and ε′ = −1 implies rns′rn ∈ g1H(0, 1)g1 = H(1, 1) and g−1sg ∈
θ(H(1, 1)) ⊆ H(0, 0). This finishes the proof of the claim.

For any g ∈ Γ\T †ε of length > 1, then there exists t ∈ G such that gt ∈ Γ
has end letter 1. Thus g−1sg ∈ t(H(0, 0)∪H(0, 1))t−1 ⊆ tHt−1 = H, since
H is normal in G. Therefore H(0, 0) ⊆ K−1 and H(0, 1) ⊆ K1. �

To prove the reverse inclusions, we need two preparatory lemmas that
describe how we may “reduce” a given element in {h(x) | x ∈ X} by means
of conjugation by elements of Γ.
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Lemma 5.4. — Let x ∈ X and n = `(x). Define

rj(x) =


τ−1 when πj(x) = (0, 0),
g0τ
−1 when πj(x) = (1, 0),

τ when πj(x) = (0, 1),
g1τ when πj(x) = (1, 1),

and let r(x) = r1(x) · · · rn(x). Furthermore, let i : X → {0, 1} be given by

i(x) =
{

0 if πn(x) ∈ {(0, 0), (1, 0)},
1 if πn(x) ∈ {(0, 1), (1, 1)}.

Then r(x) ∈ Γ is the unique element in Γ with end letter 1, such that
|r(x)| = n and r(x)−1h(x)r(x) ∈ {g0, g1}, in which case r(x)−1h(x)r(x) =
gi(x). The resulting map r : X → Γ is injective.

Proof. — It is easy to check that r(x) and i(x) satisfy the desired re-
quirements. Notice also that for all x ∈ X, the inner automorphisms
Ad(τ),Ad(g1τ),Ad(τ−1),Ad(g0τ

−1) map an element of the form h(y) for
which `(y) > 2 to an element of the form h(y′) for which `(y′) ∈ {`(y)±1}.

For any x ∈ X, r(x) = r1(x) · · · rn(x) is a reduced word in Γ. Indeed, for
all 1 6 k 6 n−1 then πk(x) = (0, 1) or πk = (1, 1) implies πk+1(x) 6= (0, 0),
meaning rk(x) ∈ {τ, g1τ} implies rk+1(x) ∈ {g0τ

−1, τ, g1τ}. Similarly, one
sees that rk(x) ∈ {τ−1, g0τ

−1} implies rk+1(x) ∈ {τ−1, g0τ
−1, g1τ}. Hence

injectivity of r will follow from Britton’s lemma, once we show that r(x) is
uniquely determined for all x ∈ X.

For uniqueness, let us first assume that n = 1. For (i, j) 6= (0, 0) assume
that t = t1τ

ε1 satisfies τ−ε1t−1
1 h(i, j)t1τε1 = gi. As t−1

1 h(i, j)t1 = h(x′)
for some x′ ∈ X of length 1, then τε1giτ

−ε1 = h(x′). Hence i = 0 implies
ε1 = −1, in which case the equation h(i, j) = t1h(0, 0)t−1

1 determines t1;
if i = 1, then ε1 = 1 and h(i, j) = t1h(0, 1)t−1

1 also determines t1. Hence
t = r1(x).
For n > 2, write x = (i1, j1, . . . , in, jn) and assume that uniqueness holds

for x′ = (i2, j2, . . . , in, jn). If t = t1τ
ε1 · · · tnτεn satisfies t−1h(x)t = gi for

some i, then
(t1τε1)−1h(x)(t1τε1) = h(x′).

Now gi = t−1h(x)t = (t2τε2 · · · tnτεn)−1h(x′)(t2τε2 · · · tnτεn), so that u-
niqueness yields r(x′) = t2τ

ε2 · · · tnτεn and t = t1τ
ε1r(x′). Now

(t1τε1)−1h(x)(t1τε1) = h(i2, j2, . . . , in, jn)

determines t1 and ε1, completing the proof. �
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Lemma 5.5. — Let x, y ∈ X such that either of the following conditions
hold:

(1) `(x) < `(y);
(2) `(y) 6 `(x) and πi(x) = πi(y) for all 1 6 i 6 k implies k < `(y).

Then for the element r(x) ∈ Γ defined in Lemma 5.4, we have

r(y)−1h(x)r(y) = h(x′)

for some x′ ∈ X. In fact, in either of the above cases, the sequence x′
satisfies

`(x′) = `(x) + `(y)− 2 max{k | πi(x) = πi(y) for all i 6 k}.

Proof. — Assume first that we have proved that the equation holds
for x, y ∈ X such that π1(y) 6= π1(x). If π1(y) = π1(x), let 1 6 k 6
min{`(x), `(y)} be largest such that πi(y) = πi(x) for all i 6 k. Remember
that we deliberately choose ri(x) for 1 6 i 6 `(x) such that applying the
inner automorphisms Ad(r1(x)−1),Ad(r2(x)−1), . . . ,Ad(r`(x)(x)−1) in that
order removes the first tuple, then the second tuple, until we have removed
all tuples from x. Hence the inner automorphism Ad(r1(x) · · · rk(x))−1 will
remove the first k tuples from both h(x) and h(y).
If `(y) 6 `(x), then k < `(y). Let x0 and y0 be x and y respectively, but

without their first k tuples, and observe that r(x0)−1h(y0)r(x0) = h(y′) for
some y′ ∈ X such that `(y′) = `(y0) + `(x0) = `(y) + `(x) − 2k. We then
have

r(x0)−1h(y0)r(x0) = r(x0)−1ϕ(h(y))r(x0)

= r(x0)−1(r1(x) · rk(x))−1h(y)r1(x) · rk(x)r(x0)

= r(x)−1h(y)r(x).

If `(y) > `(x) and k < `(x), then the same argument applies; finally, for
k = `(x), then the first k tuples of y constitute x, so that the y′ ∈ X such
that r(x)−1h(y)r(x)−1 has length `(y)− `(x) = `(x) + `(y)− 2k.
Now assume that π1(y) 6= π1(x). Write x = (i1, j1, . . . , in, jn) and define

r0(x) = 1. Define ϕi = Ad(ri(x)−1) for all 0 6 i 6 n and Φi = ϕi ◦ · · · ◦ϕ0,
so that Φn(h(x)) = r(x)−1h(x)r(x). We claim for all 0 6 i 6 n that the
first tuple of Φi(h(y)) never agrees with the first tuple of Φi(h(x)). This will
prove that h(y) gets one tuple longer for each i, while h(x) will eventually
collapse to either g0 or g1.
Let 1 6 i 6 n. The first line in one of the 12 cells in Table 5.1 is one of

the possibilities of what the first tuple of Φi−1(h(x)) could be, the arrow
pointing to what the first tuple of Φi(h(x)) may be. The next line considers
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Table 5.1. The first tuples of the images of Φi−1 ◦ h and Φi ◦ h

10 → 00,10,11 01 → 01,10,11 11 → 01,10,11
00 → 01 00 → 00 00 → 00
00 → 00,10,11 10 → 00,10,11 11 → 01,10,11
01 → 01 01 → 01 01 → 00
00 → 00,10,11 01 → 01,10,11 11 → 01,10,11
10 → 01 10 → 00 10 → 00
00 → 00,10,11 01 → 01,10,11 10 → 00,10,11
11 → 01 11 → 00 11 → 01

Φi−1(h(y)) with distinct first tuple from Φi−1(h(x)), the arrow pointing to
what the first tuple of Φi(h(y)) will then be (which depends on the first
tuple of Φi−1(h(x))). Notice that the pair of two digits after the arrow on
the lower line inside each cell never coincides with any pair above it.
This completes the proof. �

Lemma 5.6. — The quasi-kernels of Γ are given by K−1 = 〈H(0, 0)〉
and K1 = 〈H(0, 1)〉.

Proof. — We established the inclusions “⊇” in Lemma 5.3. Showing that
K−1 ⊆ 〈H(0, 0)〉 is equivalent to showing that for all g /∈ 〈H(0, 0)〉, there
exists r ∈ Γ \ T †−1 such that r−1gr /∈ H.
Of course, if g /∈ H, just take r = 1. If g = hg0 for h ∈ H, then take

r = g0τ
−1, so that τg0gg0τ

−1 = τg0τ
−1θ−1(h) /∈ H. Since H = H ∪ g0H,

we may assume from this point on that g ∈ H. Due to Lemma 5.2, we may
write

g =
∏

x∈{0,1}2

gx,

where gx is a product of the form
∏nx
k=1 h(ωx,k) where π1(ωx,k) = x. We

can assume that nx is the smallest positive integer such that gx is a product
of nx elements from H(x).

Let x ∈ {0, 1}2. By means of the commutation relations in H, we may
assume that `(ωx,k) 6 `(ωx,k+1) for all 1 6 k < nx. If nx > 2, assume that
ωx,k = ωx,m for some 1 6 k < m 6 nx. Then `(ωx,k) = `(ωx,k′) for all
k 6 k′ 6 m, so that

h(ωx,k)h(ωx,k+1) · · ·h(ωx,m) = h(ωx,k)2h(ωx,k+1) · · ·h(ωx,m−1),

contradicting the assumption that nx is smallest possible. Hence ωx,k 6=
ωx,m, so that h(ωx,k) 6= h(ωx,m) for all distinct k,m ∈ {1, . . . , nx}.
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Since h(ωx,k) and h(ωy,k′) commute for distinct x, y ∈ {0, 1}2 and k, k′,
we can reorder the factors and write

g = h(x1)h(x2) · · ·h(xn),

where n is smallest possible, `(xi) 6 `(xi+1) for all 1 6 i 6 n − 1 and
h(xi) 6= h(xj) for all i 6= j by what we saw above. Since g /∈ 〈H(0, 0)〉,
there is a smallest 1 6 i 6 n such that π1(xi) 6= (0, 0). Then the element
r(xi) ∈ Γ of Lemma 5.4 satisfies r(xi)−1h(xi)r(xi) = gm for some m ∈
{0, 1}, and r(xi) ∈ Γ \ T †−1. Moreover, r(xi)−1h(xj)r(xi) ∈ H for all j 6= i

by Lemma 5.5, since the existence of 1 6 j < i such that πk(xj) = πk(xi)
for all 1 6 k 6 `(ωj) would contradict the minimality of i. Hence

r(xi)−1gr(xi) ∈ HgmH = gmH.

If m = 0, let r = r(xi)g0τ
−1, and if m = 1, let r = r(xi)g1τ .

The proof that K1 ⊆ 〈H(0, 1)〉 is completely analoguous. �

Lemma 5.7. — The group G is locally finite and hence amenable.

Proof. — For any non-negative integer n > 0, consider the subgroup Hn

of H generated by the union of the sets Hx,n = {H(y) | y ∈ X, π1(y) =
x, `(y) 6 n}, x ∈ {0, 1}2. As in the proof of Lemma 5.6, any element in
the latter subgroup can be decomposed into factors gx for x ∈ {0, 1}2. By
assuming the number of factors in each gx to be the smallest possible, we
can write gx =

∏
s∈Hx,n s

εs for numbers εs ∈ {0, 1}, s ∈ Hx,n. Therefore
there are only finitely many elements in 〈Hx,n〉, and since the sets Hx,n

and Hy,n commute in H for x 6= y, it follows that Hn is finite.
Every finitely generated subgroup of G is contained in the subgroup Gn

generated by g0, g1 and Hn for some n > 0. As Hn is invariant under
conjugation by g0 and g1, any element in Gn has a unique decomposition
g = gε0

0 g
ε1
1 h for ε0, ε1 ∈ {0, 1} and h ∈ Hn, and so Gn is also finite. �

Theorem 5.8. — The HNN extension Γ has the unique trace property,
but is not C∗-simple.

Proof. — Since K−1 = 〈H(0, 0)〉 and K1 = 〈H(0, 1)〉 by Lemma 5.6, we
see that

ker Γ = 〈H(0, 0)〉 ∩ 〈H(0, 1)〉 = {1}

by Lemma 5.2(3), meaning that Γ has the unique trace property by The-
orem 4.19. However, K−1 and K1 are both amenable by Lemma 5.7 and
non-trivial, so Γ is not C∗-simple by Theorem 4.20. �
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Remark 5.9. — The interior of Γ coincides with the normal closure of
G in Γ. Indeed, H(1, 0) = τH(0, 0, 1, 0)τ−1, H(1, 1) = τH(0, 0, 1, 1)τ−1,
g0 = τh(0, 0)τ−1, and g1 = τ−1h(0, 1)τ all belong to the normal closure
of 〈H(0, 0), H(0, 1)〉. Thus G ⊆ int Γ, so the normal closure of G belongs
to int Γ. Conversely, H(0, 0), H(0, 1) ⊆ G, and the containment clearly
still holds when passing to normal closures. Moreover, consider the map
Γ → Z defined by g 7→ 0 for g ∈ G and τ 7→ 1. The normal closure of G
coincides with the kernel of this map, and it follows that Γ is isomorphic
to a semidirect product (int Γ) o Z.

Remark 5.10. — The tree of Γ is the regular tree of branching degree 4.
Let T0 denote the subtree consisting of all vertices gG, where g ∈ Γ \ G
starts with either g0τ

−1 or τ−1 on reduced form (that is, of type −1), and
let T1 denote the subtree consisting of all vertices gG, where g ∈ Γ\G starts
with either g1τ or τ on reduced form (that is, of type 1). Then we can find
a coloring of the edges of T in such a way that the local permutation of
g0 is (12) on T0 and id on T1, the local permutation of g1 is id on T0 and
(34) on T1, and the local permutation of τ is (23) everywhere (cf. [26]).
Therefore Γ is not one of the examples of [26, Theorem C].

Proposition 5.11. — The group Γ is amenablish.

Proof. — It follows from [21, Theorem 4.13] that Γ has a simple, normal
subgroup

Ξ = ker(η : Γ→ (Z2 × Z2) oZ Z).

Here η is the result of the universal property of the HNN extensions being
given on the generators by:

η(τ) = ((0, . . . , 0), 1);
η(g0) = ((. . . , (0, 0)−1, (1, 0)0, (0, 0)1, . . . ), 0);
η(g1) = ((. . . , (0, 0)−1, (0, 1)0, (0, 0)1, . . . ), 0);

η(h(i1, j1, . . . , in, jn)) =
{

((. . . , 0, (1, 0)ε, 0, . . . ), 0), if jn = 0,
((. . . , 0, (0, 1)ε, 0, . . . ), 0), if jn = 1,

where ε = (−1)j1 + · · ·+ (−1)jn .
It can be shown that the centralizer of Ξ in Γ is trivial. Then, from [4,

Theorem 1.4] and from the non-C∗-simplicity of Γ, it follows that Ξ is not
C∗-simple. As Ξ is simple, it is either amenablish or C∗-simple, so the
former alternative holds (see [22, Section 7] for properties of amenablish
groups). Clearly, (Z2 × Z2) oZ Z is an amenable group. Since the class of
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amenablish groups is closed under extensions, it follows that Γ is amenab-
lish. �

Appendix A. Compactness of T ∪ ∂T

We include a proof of the following result of Monod and Shalom from [28,
Section 4.1].

Theorem A.1. — Let T be a tree with boundary ∂T . Then T ∪ ∂T is
compact and totally disconnected in the shadow topology. Moreover, T∪∂T
is metrizable if and only if T is countable.

In [28, Section 4.1] countability of T is assumed, but it is not needed to
conclude compactness of the space T ∪ ∂T . Throughout this section, let T
denote a tree and for any edge e in T , we let Z0(e) ⊆ T , ZB(e) ⊆ ∂T and
Z(e) be as defined in Section 3.

Lemma A.2. — Let e, e′ be edges in T .
(1) If ZB(e)∩ZB(e′) 6= ∅, then Z0(e)∩Z0(e′) is infinite. In particular,

Z0(e) ∩ Z0(e′) = ∅ if and only if Z(e) ∩ Z(e′) = ∅.
(2) T ∪ ∂T is the disjoint union of the clopen sets Z(e) and Z(e).

Proof. — (1): Any x ∈ ZB(e) ∩ ZB(e′) is the equivalence class of a ray
(ri)i>0 such that r0 = s(e) and r1 = r(e), which is cofinal to a ray (si)i>0
such that s0 = s(e′) and s1 = r(e′). Now there exist k, n > 0 such that
Z0(e) 3 ri+k = si+n ∈ Z0(e′) for all i > 0.
(2): Clearly Z0(e) and Z0(e) are disjoint (so that Z(e)∩Z(e) = ∅ by (1)),

and their union is T . Therefore let x ∈ ∂T and assume that x /∈ ZB(e). Let
(ri)i>0 be the ray in the equivalence class of x such that r0 = s(e). Then
r1 6= r(e), so that we may define a ray (ti)i>0 by ti = ri−1 for i > 1 and
t0 = r(e). Now (ti) and (ri) are cofinal, and (ti) ∈ Z∞(e), meaning that
x ∈ ZB(e). �

Lemma A.3. — Suppose that two edges e and e′ in T satisfy

d(r(e), r(e′)) > d(s(e), s(e′)).

Then Z(e) ∩ Z(e′) = ∅.

Proof. — We clearly have e 6= e′ and e 6= e′. If we had {s(e), r(e)} ⊆
Z0(e′), then the geodesic between r(e′) and s(e) would not contain r(e)
(otherwise d(s(e), s(e′)) = 1 + d(s(e), r(e′)) = d(r(e), r(e′)) + 2), meaning
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that d(r(e), r(e′)) = d(s(e), r(e′)) + 1 = d(s(e), s(e′)). Hence {s(e), r(e)} ⊆
Z0(e′).

Now r(e) is not contained in the geodesic between s(e) and r(e′) – oth-
erwise

d(s(e), s(e′)) = d(r(e), s(e′)) + 1 = d(r(e), r(e′)),

a contradiction. Therefore the geodesic between r(e) and r(e′) contains s(e).
As r(e′) /∈ Z0(e) (otherwise d(s(e′), s(e)) < d(r(e′), r(e)) < d(r(e′), s(e)),
so that s(e) ∈ Z0(e′)), then for all v ∈ Z0(e),

d(v, r(e′)) = d(v, s(e)) + d(s(e), r(e′)) = d(v, s(e)) + d(s(e), s(e′)) + 1
> d(v, s(e′)),

i.e., v /∈ Z0(e′). Hence Z0(e) and Z0(e′) are disjoint, so the claim follows
from Lemma A.2(1). �

The following lemma is proved in [32, Lemma 6.4.9], so we omit the
proof.

Lemma A.4 (“The bridge lemma”). — If T1 and T2 are subtrees of a
tree T , and T1 ∩ T2 contains at most one vertex, there are unique vertices
v1 ∈ T1, v2 ∈ T2 with d(v1, v2) = d(T1, T2). Moreover, we have d(w1, w2) =
d(w1, v1) + d(v1, v2) + d(v2, w2) for all w1 ∈ T1 and w2 ∈ T2.

Proof of Theorem A.1. — Let X = T ∪ ∂T , and let S ⊆ 2X be the
Boolean algebra generated by the extended shadows {Z(e)}e∈E . We con-
sider the spaceM of Boolean homomorphisms S → {0, 1} of the compact
Hausdorff space 2S , i.e., maps µ : S → {0, 1} such that µ(∅) = 0, µ(X) = 1,
and

µ(A ∪B) = max{µ(A), µ(B)}, µ(A ∩B) = min{µ(A), µ(B)}, A,B ∈ S.

We claim that M is compact. For any µ ∈ 2S , define maps ϕ1(µ) : S ×
S → {0, 1} by ϕ1(µ)(A,B) = µ(A ∪ B) and ϕ2(µ) : S × S → {0, 1} by
ϕ2(µ)(A,B) = max{µ(A), µ(B)}. These maps are continuous, when viewed
as maps ϕ1 : 2S → 2S×S and ϕ2 : 2S → 2S×S . Since 2S×S is Hausdorff,
{µ ∈ 2S | ϕ1(µ) = ϕ2(µ)} is closed. Considering intersections the same
way, it follows thatM is closed in 2S .

Now let µ ∈ M, and let Oµ = {e ∈ E | µ(Z(e)) = 1}. Then Oµ is an
orientation of T by Lemma A.2(2). We claim that there exists x ∈ X such
that

{x} =
⋂
e∈Oµ

Z(e).
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Observe that for any v ∈ T there is at most one edge e such that s(e) = v

and e ∈ Oµ. (If s(e) = s(e′) = v for e 6= e′, then Z0(e) ∩ Z0(e′) = ∅, but
then either µ(Z(e)) = 0 or µ(Z(e′)) = 0.) There are now two cases:

Case 1: Any v ∈ T admits one edge ev ∈ Oµ such that s(ev) = v. —
For fixed r0 ∈ T , let e0 ∈ Oµ such that s(e0) = r0, let r1 = r(e0). We
then let e1 ∈ Oµ such that s(e1) = r1, and continue taking edges (ei)i>0
and vertices (ri)i>0 in T , until we obtain a sequence (ri)i>0 of vertices
in T . Then (ri)i>0 is a ray in T : if ri−1 = s(ei−1) = r(ei) = ri+1 and
r(ei−1) = s(ei) = ri, then ei = ei−1 ∈ Oµ, a contradiction. Let x ∈ ∂T be
the equivalence class of (ri)i>0.
Now x ∈ Z(e) for all e ∈ Oµ. If e = ei for some i > 0, the claim is evident,

assume that e /∈ {ei | i > 0}. Now let k > 0 be such that rk is the closest
of the vertices in the ray (ri)i>0 to the subtree of endpoints s(e), r(e) of e
by the bridge lemma (Lemma A.4). If s(e) belongs to the geodesic between
r(e) and rk, then d(r(e), r(ek)) = 1 + d(r(e), s(ek)) = 2 + d(s(e), s(ek)),
meaning that Z(e) ∩ Z(ek) = ∅, contradicting Lemma A.3. Hence we may
let (ti)i>0 be a ray emanating from s(e), passing through r(e) and the
vertices (ri)i>k, meaning that x ∈ Z(e).

We next note that
⋂∞
n=0 Z(en) = {x}. Indeed, for v ∈ T , let n > 0

such that d(rn, v) 6 d(rj , v) for all j > 0 by the bridge lemma. Then
d(v, s(en)) = d(v, rn) < d(v, rn+1) = d(v, r(en)) and v /∈ Z(en). If y ∈
∂T satisfies y ∈ Z(en) for all n > 1, let (ti)i>0 be the unique ray with
equivalence class y and t0 = r0. For n > 1, (ti)i>0 is cofinal to a ray (uj)
such that uj+1 = rn+1 and uj = rn for some j > 0. In particular, there
exists m > 0 for which tm ∈ Z0(en). Since t0 /∈ Z0(en), the geodesic from
t0 = r0 to tm passes through rn and rn+1, meaning that tn = rn and
tn+1 = rn+1. Since n was arbitrary, y = x. Therefore {x} =

⋂
e∈Oµ Z(e).

Case 2. There exists v ∈ T such that s(e) 6= v for all e ∈ Oµ. — For some
e ∈ Oµ, assume that v ∈ Z(e), so that the geodesic from v to r(e) passes
through s(e). Let e0, . . . , en = e be the edges constituting this geodesic,
so that r(ei) = s(ei+1) for all 0 6 i 6 n − 1. Since s(en−1) /∈ Z(en), the
geodesic from w ∈ Z(en) to s(en−1) must contain r(en−1) = s(en), meaning
that Z(en) ⊆ Z(en−1). Hence en−1 ∈ Oµ. We continue this way until we
obtain e0 ∈ Oµ, a contradiction (since s(e0) = v). Hence v ∈ Z(e) for all
e ∈ Oµ.
Assume that w ∈ T \ {v}. Let e0, . . . , en be a path such that r(ei) =

s(ei+1) for all 1 6 i 6 n − 1 and s(e0) = v, r(en) = w. Then e0 /∈ Oµ,
so that e0 ∈ Oµ but w /∈ Z(e0). For x ∈ ∂T , let (ri)i>0 be the unique
ray representing x such that r0 = v, and let (ei)i>0 be the edges such
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that s(ei) = ri, r(ei) = ri+1. Now x ∈ Z(e0), so that x /∈ Z(e0) by
Lemma A.2(2), but e0 ∈ Oµ as above. Hence {v} =

⋂
e∈Oµ Z(e).

Finally, let Sµ = {S ∈ S | µ(S) = δx(S)}. Then Sµ is stable under
complements, finite unions and intersections and Z(e) ∈ Sµ for all e ∈ E,
so Sµ = S by minimality. Hence µ = δx.
We conclude that M = {δx | x ∈ X}. For edges e1, . . . , en in T such

that Z =
⋂n
i=1 Z(ei) is non-empty (this is a basis element of X), then

U = {f ∈ 2S | f(Z) = 1} is open in 2S , so thatM∩ U is open inM. As
δx ∈M∩U if and only if x ∈ Z, it follows thatM∩U is the pre-image of
the clopen basis element Z under the bijectionM→ X given by δx 7→ x,
so that this map is continuous. In particular X is compact, and since X is
Hausdorff, the bijectionM→ X is a homeomorphism.

Notice thatM is totally disconnected by 2S being totally disconnected.
If T is countable, then S is countable, so that 2S and M are metrizable.
If M is metrizable, it has a countable basis B of clopen subsets. By [15,
Corollary, p. 75] the countable algebra generated by B contains all clopen
sets ofM, i.e., the edge set of T is countable. Hence T is countable. �
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